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Abstract. This paper presents a framework for the coordinated execution of tasks in robotic
systems with a high degree of freedom such as humanoid robots. Focusing on tasks to be
executed by different subsystems of the robot (e.g. mobile platform, two redundant arms,
a head with vision and acoustic system), a motion coordination scheme is presented. The
coordination scheme is based on the synchronization of the motion of each subsystem while
performing a common task. The validity of the proposed coordination scheme is experimen-
tally demonstrated by different tasks of the humanoid robot e.g. two-arm tasks, head-arm
tasks or platform-arm tasks.

1 Introduction

Our current research interest is the development of a control architecture to achieve
manipulation task goals for a humanoid robot. In particular, we address the program-
ming and coordinated execution of manipulation tasks in a household environment.
Therefore, it is an important issue to coordinate the multiple subsystems of a hu-
manoid robot in carrying out tasks in dynamic unstructured environments. The
control architecture must provide the possibility to integrate the motor, perception
and cognition components necessary for natural multimodal human-humanoid in-
teraction and human-humanoid cooperation. In the literature, considerable research
effort has been focused on various problems related to motion coordination of robot
systems. So far,many coordination schemes for multiple arm systems have been
reported: the master/slave control [7], the centralized control [14] and the decentral-
ized control ([8], [6]). To design control architectures for humanoid robots, some
approaches have been suggested: subsumption architecture [4] and task-oriented
approaches [10]. This paper is organized as follows. Section 2 briefly describes the
humanoid robot ARMAR. The control architecture for coordinated task execution
is introduced in section 3. The coordination strategy using Petri nets is given in
Section 4. Section 5 presents the implementation and the experimental results of
coordinated execution of different tasks.

2 System Configuration – The Humanoid Robot ARMAR

The humanoid robot ARMAR [3] has 23 mechanical degrees-of-freedom (DOF).
From the kinematics control point of view, the robot consists of five subsystems:
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Head, left arm, right arm, torso and a mobile platform. The upper body of ARMAR
has been designed to be modular and light-weight while retaining similar size and
proportion as an average person. The control system of the robot is divided into
separate modules. Each arm as well as torso, head and mobile platform having its
own software- and hardware controller module. The head has 2 DOFs arranged as
pan and tilt and is equipped with a stereo camera system and a stereo microphone
system. Each of the arms has 7 DOFs and is equipped with 6 DOFs force torque
sensors (ATI, [15]) on the wrist. The current mobile platform of ARMAR consists
of a differential wheel pair and two passive supporting wheels. It is equipped with
front and rear laser scanner (Sick, [17]). Furthermore, it hosts the power supply and
the main part of the computer network.

Fig. 1. The humanoid robot ARMAR with five subsystems: head, two arms, torso and mobile
platform.

3 Control Architecture for Humanoid Robots

In this section, we introduce our control architecture. First, we summarize the design
criteria. Second, we introduce the proposed and hierarchically organized control
architecture. The control architecture was designed according to the following global
criteria:

• Flexibility and modularity to cope with various tasks and to allow the addition
of further tasks and hardware and software modules in a simple manner. This is
a very important feature for the process of integration.

• Real-time performance to allow a prompt response to varying environments and
exceptions which can occur during the task execution.
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Fig. 2. Hierarchical control architecture for coordinated task execution in humanoid robots:
planning, coordination and execution level.

According to the definition of intelligent machines given by Sardis ([12], [13])
we decomposed the overall control system of the humanoid Robot ARMAR into
three levels as shown in figure 2. A given task is decomposed into several subtasks,
representing the sequence of actions the subsystems of the humanoid robot must carry
out to accomplish the task goal. The coordinated execution of a task requires the
scheduling of the subtasks and their synchronizationwith logical conditions, external
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and internal events. Figure 2 shows the block diagram of the control architecture
with three levels:

• The task planning level specifies the subtasks for the multiple subsystems of
the robot. This level represents the highest level with functions of task repre-
sentation. It generates the subtasks for the different subsystems of the robot
autonomously or interactively by a human operator. The generated subtasks for
the lower level contain the whole information necessary for the task execution,
e.g., parameters of objects to be manipulated in the task or the 3D informa-
tion about the environment. According to the task description, the subsystems
controllers are selected here and activated to achieve the given task goal.

• The task coordination level generates sequential/parallel primitive actions for
the execution level in order to achieve the given task goal. The subtasks are
provided by the task planning level. Like on the planning level the execution
of the subtasks in an appropriate schedule can be modified/reorganized by an
operator using an interactive user interface.

• The task execution level is characterized by control theory to execute specified
sensory-motor control commands. This level uses task specific local models of
the environment and objects. In the following we refer to those models as active
models.

The active models are first initialized by the global models and can be modified
and enhanced during the progress of the task execution. Internal system events and
execution errors are detected from local sensor data. These events/errors are used
as feedback for the task coordination level in order to take appropriate measures.
For example, a new alternative execution plan can be generated to react to internal
events of the robot subsystems or to environmental stimuli.

4 Coordination Strategy for Task Execution

The execution of coordinated tasks demands a mechanism for synchronization
of actions allowing a deterministic switch between sequential/parallel actions of
the robot. Therefore, a framework for coordinated execution of tasks using condi-
tion/event Petri nets was developed. Among the existing models of discrete event
systems, Petri nets have been widely used to model dynamic systems [5]. In our
work, we use Petri nets to efficiently represent both control and data flow within one
formalism.

4.1 Petri nets

Petri nets have been widely used in both theoretic works to model dynamic systems
and applications, especially in the modeling of manufacturing processes Petri nets
are a graphical and mathematical formalism for modeling, simulation and formal
analysis of discrete event systems [5], [1]. Petri nets allow the representation of both
control and data flow within one formalism. There are many Petri net variants and
definitions, which are extentions of so-called condition/event nets:
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Definition (Condition/event net) A condition/event Petri net is defined by the 4-
tuple N = (P, T, A, m0), where
• P = {p1, . . . , pnp

} is a finite set of places,
• T = {t1, . . . , tnt

} is a finite set of transitions,
• P ∪ T "= ∅ and P ∩ T = ∅
• A ⊆ (P × T ) ∪ (T × P ) is a set of arcs,
• m0 : P → {0, 1} is the initial marking. It defines the initial number of

undistinguishable tokens on each place p ∈ P .
• Enabling rule: A transition tj ∈ T is enabled if all input places of tj

contain a token and all output places are empty.
• Firing rule An enabled transition may fire. On firing it removes the tokens

from all its input places and places one token in each of its output places.

The set of places describes the states of the system, and the set of transitions defines
events that can change the state of the system. The state of a Petri net is represented
by its markings, i.e., the distribution of tokens among places. In the usual graphical
representation of Petri net graphs, places are depicted as circles and transitions as
rectangles. The marking, that is, the distribution of tokens on places, represents the
state of a Petri net model. Transition firings change the token distribution and thus
the state of the system. They may reflect the occurrence of events or the execution
of an operation.

4.2 Coordination of Task Execution

Figure 3 represents a Petri net for modeling one subsystem with the associated places
and transitions. The shown initial marking indicates the state ready of the arm. The
task execution can be invoked by firing the transition T2 which leads to the state
active.

S1

S2
T1 T2

Conditions (places)
S1 Subsystem is active
S2 Subsystem is ready

Events (Transitions)
T1 Task execution is completed
T2 Task execution is not completed

Fig. 3. Petri net for modeling of one subsystem (left) with its conditions and events (right).

The Petri net in figure 4 results from the synchronous composition of three nets
for the coordinated execution of three tasks through the three different subsystems
A, B and C. The descriptions of the transitions and events including the pre- and
postconditions are given in table 1 and in table 2. The coordination of different
subsystems motion takes place through the common transitions 7, 8, 9 and 10. Firing
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Fig. 4. Petri Net for coordinated task execution of three subsystems A, B and C

the transition 7 denotes respectively the task execution through the subsystems A
and B, under the condition that both subsystems are ready. Firing of transition 10
denotes the simultaneous and parallel execution of tasks through the subsystems A,
B and C.

5 Implementation and Experiments

The different coordination nets for multiple cooperative tasks of the robot subsystems
are modeled and implemented in the software control framework MCA ([16]). It
provides a standardized module concept with unified interfaces and allows an easy
building of control groups with more complex functionalities from basic modules.
Furthermore, it provides graphical tools for debugging and visualization of the groups
structure mentioned above as well as a graphical user interface with various entities
to input motion commands and to output the state of sensor values, parameters or
return values at the different levels of the architecture. The control architecture is
also mapped into a hardware control system. At the task planning and coordination
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Conditions Description
A1 Subsystem A is active
A2 Subsystem A is ready
B1 Subsystem B is active
B2 Subsystem B is ready
C1 Subsystem C is active
C2 Subsystem C is ready

Table 1. Conditions for the Petri net in figure 4

Events Description Pre- Post-
condition condition

1 Task of subsystems A is completed A1 A2

2 Task of subsystems B is completed B1 B2

3 Task of subsystems C is completed C1 C2

4 New task for subsystem A A2, B2, C2 A1, B2, C2

5 New task for subsystem B A2, B2, C2 A2, B1, C2

6 New task for subsystem C A2, B2, C2 A2, B2, C1

7 New tasks for subsystems A and B A2, B2, C2 A1, B1, C2

8 New tasks for subsystems B and C A2, B2, C2 A2, B1, C1

9 New tasks for subsystems A and C A2, B2, C2 A1, B2, C1

10 New tasks for subsystems A, B and C A2, B2, C2 A1, B1, C1

Table 2. Transitions and their meaning in the Petri net in figure 4

levels embedded PCs with broadband bus system (firewire) are used whereas DSP-
FPGA-based controller modules are used at the execution level. They communicate
with the embedded PCs via CAN-Bus. All components of the embedded control
components are programmed and running under Linux, kernel 2.4.20 with the Real
Time Application Interface RTAI 24.1.11. The coordination strategy has been applied
and implemented in our humanoid robot. Several manipulation and locomotion
experiments have been carried out to prove its suitability.

Mobile manipulation tasks: Mobile manipulation capabilities are the key of hu-
manoid robot applications in household environments. The navigation and ma-
nipulation methods are integrated to execute service tasks like taking a bottle
from a person, collision free driving to a mission target and placing it onto a
table. In the case of this scenario the firing of the transitions of the associated
coordination nets is specified by different events. At the beginning all subsys-
tems of the robot arm are in the initial state ready. One of the arms, e.g., the
right arm switches to the state active when the person is detected and starts the
execution of the grasping task. In the case of a successful grasp, the mobile
platform starts driving to the target position. The placing operation is then done
through coordinated actions of the controllers of the right arm, platform and
head. In all phases of the task each motion controller periodically acquires local
sensory data and interprets it in order to take suitable measures.
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Dual arm tasks: As an initial investigation of methods for dual arm cooperative
tasks, we chose to implement an object level controller for the control of the
position of the center of a lightweight dumbbell, which has to be lifted up
by both arms. The arm trajectories are derived from the object trajectory. In
order to achieve a coordinated execution of the task, synchronization points are
included along each arm trajectory. These points represent conditions for firing
of associated transitions in the coordination net.

Visual person tracking and auditory tracking: In order to make the interaction
with the robot easier and more reliable, we integrated the algorithms, which
has been originally developed in [11] for the visual perception of the user into
the control system of our robot to demonstrate the motion coordination of the
head and the mobile platform. The 3D-positions of the user’s head and hands
are mapped into joint angles of the robot head and arms. For the mapping of
the hand positions into a robot arm postures, we use the method presented
in [2] in order to generate human-like arm postures. Furthermore, an acoustic
localization algorithm using a stereo microphone system, which was developed
in [9], is also integrated. Once the head and hands of a person have been detected,
the humanoid robot mimics the head and hand motion of the person. When the
robot loses the person, the attention of the robot is regained through the acoustic
localization. Our experiments indicate a robust visual and acoustic tracking of a
person even when the head and the platform are moving.

6 Conclusion

The paper has introduced a hierarchical control architecture for humanoid robots
as well as a framework for the coordinated execution of humanoid robots tasks. A
Petri net based coordination strategy has been presented and several manipulation
and locomotion experiments have been carried out to prove the suitability of the
proposed strategy. The communication between different controllers of the robot
and the control mechanism for coordinated task execution is efficiently specified
within the Petri net framework. The papers shows that Petri nets can be used as an
efficient tool for the coordinated motion control in robotic systems with a high degree
of freedom such as humanoid robots. Many functionalities were integrated through
an event-based coordination scheme in order to realize various tasks in household
environments.
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