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Abstract

Probabilistic Latent Variable Models (LVMs) excel at modeling complex, high-
dimensional data through lower-dimensional representations. Recent advances
show that equipping these latent representations with a Riemannian metric unlocks
geometry-aware distances and shortest paths that comply with the underlying data
structure. This paper focuses on hyperbolic embeddings, a particularly suitable
choice for modeling hierarchical relationships. Previous approaches relying on
hyperbolic geodesics for interpolating the latent space often generate paths crossing
low-data regions, leading to highly uncertain predictions. Instead, we propose aug-
menting the hyperbolic manifold with a pullback metric to account for distortions
introduced by the LVM’s nonlinear mapping and provide a complete development
for pullback metrics of Gaussian Process LVMs (GPLVMs). Our experiments
demonstrate that geodesics on the pullback metric not only respect the geometry
of the hyperbolic latent space but also align with the underlying data distribution,
significantly reducing uncertainty in predictions.

1 Introduction

Figure 1: Hyperbolic pullback metric
on the tangent space of the Lorentz
model. The pullback geodesic ( )
follows the data ( ) manifold, in con-
trast to the hyperbolic geodesic ( ).

Hyperbolic geometry is particularly useful in fields where
data exhibits clear hierarchical structures, such as natural
language processing for representing word hierarchies and
taxonomies [39, 40], as well as in social network analysis for
modeling community structures [31, 17]. Additionally, it finds
applications in biology [1], human motion taxonomies [25],
and computer vision [28]. However, many datasets in these
disciplines are high dimensional and hetereogenous, making
Latent Variable Models (LVMs) indispensable. Recently,
hyperbolic embeddings gained significant attention due to their
ability to capture hierarchical structures inherent in complex
high-dimensional data [48, 13, 53]. These embeddings leverage
hyperbolic growth to accommodate hierarchical relationships,
present in trees or graphs, that are difficult to model in Euclidean
spaces [14]. Hyperbolic embeddings excel at preserving the
hierarchical relationships of the original data in low-dimensional
spaces [47, 41]. This can be achieved by learning latent spaces in
which embeddings organize according to the data hierarchy [37, 9], by leveraging a known taxonomy
to guide the embedding process [39, 25], by estimating the original data hierarchy via diffusion
geometry [35], or by learning a tree on the original data [49].

Despite the potential of hyperbolic embeddings, state-of-the-art techniques operate without
accounting for the intrinsic properties of the data. For example, the learned embeddings should
be distance-preserving and their distribution should closely match that of the observed data. By
doing so, any operation on the hyperbolic latent space complies with the properties of the data
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manifold. Instead, existing techniques generate geodesics that often traverse low-density regions of
the data space, leading to unrealistic interpolations and inaccurate representations. This problem of
integrating the data manifold structure into latent spaces can be tackled via differential geometry [22],
by leveraging stochastic pullback metrics [51, 3, 4]. This allows us to introduce uncertainty
information into the latent space via a Riemannian metric, enabling the generation of geodesics that
faithfully follow the true data distribution. This has been exploited in robot motion generation [5],
protein sequencing [15], and data augmentation for medical imaging [12]. However, none of the
aforementioned works considered hyperbolic geometry as inductive bias on the latent space.

This paper makes several key contributions to the field of hyperbolic LVMs and Gaussian Process
Latent Variable Models (GPLVMs). First, we introduce a general formulation of the Riemannian
pullback metric on hyperbolic latent spaces, under the assumption of a stochastic latent-to-ambient
mapping (see Fig. 1). Second, we present a novel development of the Riemannian pullback metric
tailored to Gaussian Process Hyperbolic Latent Variable Models (GPHLVMs) [25], incorporating
appropriate Riemannian projections onto tangent spaces to account for the hyperbolic geometry.
Third, we develop the kernel derivatives within this setting, highlighting the limitations of current
autodifferentiation techniques when applied to our setting. Finally, we demonstrate the benefits of
hyperbolic pullback-based geodesics on four experiments: A proof-of-concept C-shape example,
MNIST data interpolation, multi-cellular robot design [16], and human grasps generation [25]. To
the best of our knowledge, this paper is the first to consider pullback metrics of non-Euclidean LVMs.
It sets the ground for further exploitation of Riemannian geometries in latent spaces.

2 Background
Riemannian geometry: Before delving into the hyperbolic manifold, it is necessary to establish a
basic understanding in Riemannian geometry [34]. A Riemannian manifoldM is a smooth manifold
equipped with a Riemannian metric, i.e., a smoothly-varying inner product gx : TxM×TxM→R
over tangent spaces TxM. When considering coordinates, the Riemannian metric is represented
in matrix form for each x ∈ M as ⟨u,v⟩x = uTGxv with u,v ∈ TxM. The Riemannian
metric defines the length of curves in M, leading to the notion of geodesics, defined as locally
length-minimizing curves. To operate with Riemannian manifolds, it is common practice to exploit
the Euclidean tangent spaces and the geodesics. The exponential map Expx(u)=y maps u ∈ TxM
to a point y ∈ M, so that y lies on a geodesic starting at x in the direction u, and such that
the geodesic distance dM(x,y) equals the length of u given by ∥u∥x =

√
⟨u,u⟩x. The inverse

operation is the logarithmic map Logx(y)=u. Finally, the parallel transport Γx→y(u) = v moves
a vector u ∈ TxM to TyM while preserving the Riemannian inner product.

Optimizing functions defined on manifold requires generalizing the notion of gradient. The Rieman-
nian gradient gradx(f) of a function f :M→ R at x ∈ M is the unique tangent vector in TxM
that satisfies Duf(x) = ⟨gradxf(x),u⟩x, where Duf(x) is the directional derivative of f in the
direction u ∈ TxM [10, Chap. 3]. The Riemannian Jacobian J̃ of a function f : M → RD is
composed by the Riemannian gradients for each output dimension, i.e.,

J̃ = [gradx(f1) . . . gradx(fD)]T. (1)

Hyperbolic Manifold: The hyperbolic manifold is the only Riemannian manifold with constant
negative curvature [45]. It is commonly represented by either the Poincaré model HD

P [43], employing
local coordinates within the unit ball, or the Lorentz model HD

L [24, 46], using Cartesian coordinates
to represent the surface embedded in RD+1. In this paper we mostly rely on the latter, which is
numerically more stable and defined as HD

L = {x ∈ RD+1 | ⟨x,x⟩L = −1, x0 > 0}, where
⟨x,y⟩L = xTGLy is the Lorentzian inner product with metric GL = diag(−1, 1, ..., 1). Further
details on the hyperbolic manifold and its operations are provided in App. A.

Gaussian Process Hyperbolic Latent Variable Model (GPHLVM): A GPLVM defines a generative
mapping from latent variables xn∈RDx to observations yn∈RDy with Dx < Dy through a non-
linear transformation modeled by Gaussian processes (GPs) [33]. A GPLVM assumes that the
observations are normally distributed, i.e., yn,d ∼ N (fn,d, σ

2
y), and described via a GP and a prior,

fn,d ∼ GP(0, k(xn,xn)) and xn ∼ N (0, I), (2)

where yn,d is the d-th dimension of yn, k : RDx × RDx → R is the GP kernel function which
measures the similarity between two inputs xn,xm, and σ2

y is the noise variance.
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A Euclidean latent space may not necessarily comply with hierarchical properties of the data, and
therefore curved geometries such as the hyperbolic manifold may be preferred. In such cases,
the latent variables xn ∈ HDx

L live in a hyperbolic space and the generative mapping is defined
via a GPHLVM [25]. Consequently the kernel function in (2) is replaced by a hyperbolic kernel
kH

Dx
L : HDx

L × HDx

L → R as introduced shortly. Moreover, the latent variables are assigned a hy-
perbolic wrapped Gaussian prior xn ∼ NHDx

L
(µ0, αI), with µ0 = (1, 0, . . . , 0)T and α controlling

the spread of the latent variables (see App. A for more details). The GPHLVM latent variables and
hyperparameters are inferred via MAP or variational inference similar as in the Euclidean case.

Hyperbolic Kernels: The SE and Matérn kernels are standard choices when designing GPs [44].
These kernels have been recently generalized to non-Euclidean spaces such as manifolds [8, 26], or
graphs [7]. Grigorian and Noguchi [21] demonstrated that, in hyperbolic space, 2- and 3-dimensional
SE kernels suffice since higher-dimensional kernels can be expressed as derivatives of these lower-
dimensional ones. The 2D and 3D hyperbolic SE kernels are given as,

kH
2
L(x, z) =

τ

C∞

∫ ∞

ρ

s e−
s2

2κ2√
cosh(s)− cosh(ρ)

ds and kH
3
L(x, z) =

τ

C∞

ρ

sinh(ρ)
e−

ρ2

2κ2 , (3)

where ρ = dHDx
L

(x, z) is the geodesic distance between x, z ∈ HDx

L , τ, κ ∈ R+ are the kernel
variance and lengthscale, and C∞ is a normalization constant. As no closed form solution is known
in the 2D case, the kernel needs to be approximated via a discretization of the integral in (3). We use
the positive semidefinite Monte Carlo approximation introduced in [25],

kH
2
L(x, z)≈ τ

C∞

1

L

L∑
l=1

sltanh(πsl)Φl(xP , zP) , (4)

where Φl(xP , zP) = ϕl(xP)ϕ̄l(zP) is the only component depending on the kernel inputs, ϕ̄l is
the complex conjugate of ϕl(xP) = e(1+2sli)⟨xP ,bl⟩, xP ∈ HDx

P is the Poincaré representation of

x, bl ∼ U(S1) are samples from the unit circle, sl ∼ e−
s2κ2

2 1[0,∞](s) are samples from a truncated

Gaussian distribution, and ⟨xP , b⟩= 1
2 log

(
1−|xP |2
|xP−b|2

)
is the hyperbolic outer product.

Pullback metrics: Consider an immersion f : S →M from a latent space S to a Riemannian
manifoldM equipped with a Riemannian metric gy . The immersion f induces a pullback metric gP

x
on S which, for x ∈ S and u,v ∈ TxS, which is given by [34, Chap. 2],

gP
x(u,v) = gf(x)

(
dfx(u), dfx(v)

)
. (5)

With coordinates, the pullback metric is given in matrix form by GP
x = J̃TGyJ̃ , where J̃ is the

Riemannian Jacobian (1) of f at x. Intuitively, gP
x evaluates on tangent vectors of TxS by moving

them to Tf(x)M to compute their inner product. For an immersion f : S → RDy with Euclidean co-
domain, i.e., Gy = I , the pullback metric is GP

x = J̃TJ̃ . For Euclidean domains S = RDx , J̃ equals
the Euclidean Jacobian J = [∂f1∂x . . .

∂fDy

∂x ]T ∈ RDy×Dx . In this paper, we define pullback metrics
of hyperbolic LVMs by explicitly leveraging immersions f : HDx → RDy , where f is a GPHLVM.

3 Metrics of Hyperbolic LVMs
Tosi et al. [51] introduced the pullback metric for Euclidean GPLVMs and its use to compute
geodesics that adhere to the data distribution. Here, we extend this approach to hyperbolic LVMs,
with GPHLVMs as a special case. Section 3.1 provides a general formulation of hyperbolic pullback
metrics that applies to any hyperbolic LVM defined via an immersion f : HDx

L → RDy , provided that
the Riemannian Jacobian of f is available and follows a Gaussian distribution. Section 3.2 develops
the hyperbolic pullback metric for a specific type of hyperbolic LVM, i.e., the GPHLVM, by deriving
the probability distribution of the Riemannian Jacobian of the GPHLVM’s immersion function, which
requires kernels and their derivatives. Finally, we compute hyperbolic pullback geodesics in Sec. 3.3.

3.1 A General Hyperbolic Pullback Metric

A deterministic immersion f : RDx → RDy pulls back the metric into the latent space following (5),
i.e., GP,R

x = JTJ . In the context of LVMs, the immersion f is stochastic. As developed in [51], the
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stochastic immersion f induces a distribution over its Jacobian J , which itself induces a distribution
over the pullback metric. As [51], we consider LVMs for which the probability over J follows a
Gaussian distribution. Assuming independent rows Jd ∈ RDx , each with its own mean but shared
covariance matrix, the Jacobian distribution is of the form,

p(J) =

Dy∏
d=1

N (Jd | µJd
,ΣJ) . (6)

Therefore, the metric tensor GP,R
x follows a non-central Wishart distribution [2],

p(GP,R
x ) =WDx

(Dy,ΣJ ,E[J ]TE[J ]) , (7)

which we compute the expected metric tensor from,

E[GP,R
x ] = E[J ]TE[J ] +DyΣJ . (8)

While the hyperbolic case follows a similar strategy, special care is required to ensure that the
Jacobian rows lie on appropriate tangent spaces. Hyperbolic LVMs define a stochastic mapping
f : HDx

L → RDy , whose Jacobian is formed by the Riemannian gradients of f as in (1). As
for Riemannian submanifolds [10], each Riemannian gradient gradx(fd) equals the orthogonal
projection of the Euclidean gradient ∂fd

∂x ∈ RDx+1 onto TxHDx

L ,

gradx(fd) = projx

(
∂fd
∂x

)
= Px

∂fd
∂x

, (9)

with Px=GL + xxT. Therefore, the Riemannian Jacobian J̃ is computed from the Euclidean Jaco-
bian J as J̃=[Px

∂f1
∂x . . . Px

∂fDy

∂x ]T=JP T
x . Assuming independent rows J̃d as in the Euclidean

case, the Jacobian distribution is computed from (6) as [6, Chap. 2.3],

p(J̃) =

Dy∏
d=1

N
(
J̃d | PxµJd

,PxΣJP
T
x

)
. (10)

Similarly to GP,R
x in (7), the metric tensor GP,L

x follows a non-central Wishart distribution [2],

p(GP,L
x ) =WDx

(Dy, Σ̃J ,E[J̃ ]TE[J̃ ]) , (11)

with Σ̃J =PxΣJP
T
x , leading to the expected metric,

E[GP,L
x ] = E[J̃ ]TE[J̃ ] +DyΣ̃J = Px(E[J ]TE[J ] +DyΣJ)P

T
x . (12)

Intuitively, the pullback metric GP,L
x is the orthogonal projection of the Euclidean pullback metric

GP,R
x onto the tangent space TxHDx

L (see Fig. 1). It relates to the hyperbolic metric GL via the
projection Px, which is orthogonal with respect to the Lorentzian inner product. Note that the
presented approach allows us to obtain pullback metrics for all hyperbolic LVMs where the Jacobian
J of f follows a Gaussian distribution, including GPHLVMs [25] and hyperbolic VAEs [38, 37].

3.2 The GPHLVM Pullback Metric

Here, we consider the case where the mapping f is defined as a GPHLVM. We derive the distribution
of the Riemannian Jacobian, which we then use to compute the expected GPHLVM pullback metric
GP,L

x∗ . As for GPLVMs [51], the joint distribution of the Euclidean Jacobian J and observations
Y = [y1 . . .yN ]T ∈ RN×Dy is given as,

N

([
Yd

Jd

] ∣∣∣∣∣
[
0
0

]
,

[
KX + σ2

yIN ∂k(X,x∗)
∂k(x∗,X) ∂2k(x∗,x∗)

])
, (13)

where X = [x1 . . .xN ]T ∈ RN×(Dx+1) with xn ∈ HDx

L , KX ∈ RN×N is the corresponding kernel
matrix, Yd denotes the d-th row of Y , and we rely on the hyperbolic kernel derivatives,

∂k(X,x∗) =
∂

∂z
k(X, z)

∣∣∣
z=x∗

and ∂2k(x∗,x∗) =
∂2

∂z ∂x
k(x, z)

∣∣∣
x=z=x∗

. (14)
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Figure 2: Left and middle: Euclidean and hyperbolic pullback metrics on an embedded C-shape trajectory
( ) with base manifold ( ) and pullback ( ) geodesics. Right: Curve energy along the geodesics on
the Euclidean (top) and hyperbolic (bottom) cases. These include the base manifold geodesic ( ), the base
manifold geodesic with energy (17) evaluated using the pullback metric ( ), and the pullback geodesic ( ).

While in the Euclidean case the kernel derivatives are straightforward, the hyperbolic setting is more
challenging, as will be discussed in Sec. 4. Conditioning on the observations Yd ∈ RN results in the
probability distribution of the Jacobian at x∗ [6, Chap 2.3],

p(J | Y ,X,x∗) =

Dy∏
d=1

N (Jd | µJd
,ΣJ) with µJd

= SJYd ,ΣJ = ∂2k(x∗,x∗)−SJ∂k(X,x∗),

(15)
and SJ = ∂k(x∗,X)(KX + σ2

yIN )−1. The distribution of the Riemannian Jacobian J̃ is then
obtained from (15) by using (10). The expected pullback metric is finally computed using (12) as,

E[GP,L
x∗ ] = Px∗(µT

JµJ +DyΣJ)P
T
x∗ , with µJ = [µJ1 . . . µJDy

]T ∈ RDy×Dx . (16)

3.3 Hyperbolic Pullback Geodesics

Vanilla geodesics on hyperbolic latent spaces naturally adhere to the hyperbolic geometry. However,
they do not account for the underlying data structure and can traverse sparse data regions. To
overcome this, we leverage pullback metrics on the hyperbolic manifold to design geodesics that
comply with the geometry of both the hyperbolic space and the data distribution (see Figs. 1 and 2).
Unlike hyperbolic geodesics that have a closed-form solution, hyperbolic pullback geodesics require
solving an optimization problem. Specifically, pullback geodesics are computed by minimizing the
curve length, or equivalently the curve energy E with respect to the pullback metric. Considering a
discretized geodesic composed by a set of M points xi ∈ HDx

L , this boils down to minimize,

E =

M−2∑
i=0

vT
i G

P,L
xi

vi , with vi = Logxi
(xi+1). (17)

While it is possible to iteratively optimize the curve points xi directly, this often leads to uneven spac-
ing among them. This issue can be addressed either by using a parametric curve on the manifold [20]
and optimize its parameters instead of the points directly, or by incorporating the spline energy as
a regularization factor in the optimization process [23]. We follow the latter. The spline energy is
Espline≈

∑M−2
i=1 dHDx

L
(xi, x̄i)

2, where x̄i = Expxi−1

(
1
2 Logxi−1

(xi+1)
)

is the geodesic midpoint
between xi−1 and xi+1. The final optimization problem is,

min
x0,...,xM−1

E + λEspline, (18)

with λ weighting the influence of the regularization. As the optimization parameters are Riemannian,
we leverage Riemannian optimizers such as Riemannian Adam [11] to optimize (17). The
computation of pullback geodesics is summarized in Algorithm 1 in App. C.

4 Hyperbolic Kernel Derivatives
Here we discuss the challenges of computing derivatives for hyperbolic SE kernels for which standard
autodiff tools cannot be used directly. Table 1 shows that autodiff-based kernel derivatives computed
with PyTorch [42] are approximately five times slower than analytic implementations in the 2D case.
In the 3D case, autodiff fails to compute the derivatives entirely. To overcome these issues, we derive
analytic kernel derivatives and focus our analysis on the 2D and 3D cases. This choice is motivated
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Table 1: Average computation times in seconds
over 100 runs, each evaluating the pullback metric
GP,L

x and its derivatives at a random point x.

kH
2
L (L = 3000) (4) kH

3
L (3)

PyTorch 0.83± 0.06 −
Analytic 0.16± 0.02 0.06± 0.01

by the increased capacity of the hyperbolic manifold
to embed hierarchical data in low-dimensional spaces,
coupled with the computational efficiency and ease
of visualization of 2D and 3D latent spaces. Note
that the forthcoming derivations could serve as a basis
for higher-dimensional hyperbolic kernels defined as
derivatives of 2D and 3D kernels (3) [21].

2D Hyperbolic SE Kernel Derivatives: We compute the 2D hyperbolic SE kernel kH
2
L(x, z) via the

Monte Carlo approximation (4). The pullback metric tensor GP,L
x∗ is computed in (16) using the kernel

derivatives ∂k(x,z)
∂x |x=x∗ and ∂2k(x,z)

∂z∂x |x=z=x∗ (14). The only part of the kernel (4) that depends on
the inputs x, z is the function Φl(x, z), whose derivatives are given in App. B.1. Minimizing the curve
energy (17) to compute pullback geodesics additionally requires the derivative ∂

∂x∗G
P,L
x∗ . This, in turn,

requires the derivative of the Jacobian of the covariance matrix ∂ΣJ

∂x∗ , which depends on the kernel

derivatives ∂3k(x,z)
∂x∂z∂x |x=z=x∗ , and ∂3k(x,z)

∂z2∂x |x=z=x∗ . Again, the kernel derivatives are determined by
the derivatives of Φl(x, z). The complete derivation of all derivatives is provided in App. B.1.

3D Hyperbolic SE Kernel Derivatives: The 3D hyperbolic SE kernel is given by (3). As in
the 2D case, to obtain the expected pullback metric tensor (16), we compute the first two kernel
derivatives ∂k(x,z)

∂x |x=x∗ and ∂2k(x,z)
∂z∂x |x=z=x∗ . As derived in App. B.2, these derivatives depend

on the function g(u) =
(

2ρ2

νs2 −
1
s2 −

uρ
s3

)
with ρ = dHDx

L
(x, z), u = ⟨x, z⟩L, and s =

√
u2 − 1.

The function g(u) is essential to understand why standard automatic differentiation tools fail to
compute the 3D kernel derivatives. For equal inputs x=z, the inner product u approaches −1, while
the distance ρ = dHDx

L
(x, z) and variable s converge to 0. This limit is analytically well behaved,

i.e., limu→−1− g(u) = 2
ν + 1

3 . However, automatic differentiation tools fail to compute the kernel
derivatives for equal inputs as they do not cancel out 0-approaching terms. For example, we have,

g(u) =
2ρ2

νs2
− 1

s2
− uρ

s3
→ autodiff

x=z →
0

0
− 1

0
− 0

0
= NaN , (19)

where divisions by 0 lead to undefined values (NaN). While derivatives for equal kernel inputs x = z
may be less relevant when training a GPLVM as different latent points rarely become so close, they are
essential for computing the Jacobian covariance matrix ΣJ in (15). Although symbolic differentiation
libraries could provide a solution, they tend to be too slow for practical purposes. Instead, we address
this issue by computing the necessary derivatives and their analytical limits manually when the inputs
x, z are closer than a predefined threshold. Complete derivations are provided in App. B.2.

5 Experiments
We test the proposed pullback metric in four distinct experiments to demonstrate that (1) the
hyperbolic pullback metric augments the hyperbolic metric with the distortions introduced by
the GPHLVM’s nonlinear mapping; and (2) the hyperbolic pullback geodesics adhere to the data
distribution, leading to low uncertainty model predictions. Note that a direct comparison against
other state-of-the-art hyperbolic LVMs [37, 9] is not feasible at this time, as pullback metrics were
not derived yet for these models. Additional experimental details are provided in App. D.

C-shape: The first experiment serves as a proof of concept to visualize and compare the Euclidean
pullback metric GP,R from a GPLVM and the hyperbolic pullback metric GP,L from a GPHLVM.
We design a dataset of 2D C-shape points as both latent variables and observations. In the hyperbolic
case, the latent variables and observations are encoded in the Lorentz model, i.e, x,y ∈ H2

L, but
visualized in the Poincaré model for a more intuitive understanding. We fully specify the LVMs by
setting the variance, length scale, and noise variance as (τ, κ, σ2

y) = (0.7, 0.15, 0.69).

Fig. 2 displays the Euclidean and hyperbolic pullback metric volumes
√

det(GP,R) and
√

det(GP,L).
In the hyperbolic case, the pullback metric is a 3× 3 matrix lying in the 2D tangent space Tx∗H2

L.
Therefore, one of its eigenvalues is always zero, which we exclude to effectively visualize the volume.
As shown in Fig. 2-left, the Euclidean pullback metric volume is small near the C-shape data and
increases away from it, until a maximum value is reached. The hyperbolic pullback metric volume is
also low nearby the data and additionally follows the hyperbolic geometry: It is low near the origin
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Figure 3: Left: Embeddings of a subset of the MNIST dataset with digits 0 ( ), 1 ( ), 2 ( ), 3 ( ), 6 ( ), and
9 ( ). The background color represents the pullback metric volume. The base manifold ( ) and pullback ( )
geodesics interpolate between a 3 and a 6. Right: Ten samples along the decoded geodesics in image space.

and increases when moving outwards until it becomes infinite at the boundary of the unit circle (see
Fig. 2-middle). Overall, the hyperbolic pullback metric effectively integrates the properties of both
the hyperbolic manifold and the data manifold.

Fig. 2 also depicts geodesics generated with and without the pullback metric on both latent manifolds
and the curve energy (17) along the geodesics. In both cases, the pullback geodesic closely adheres to
the training data, thus highlighting the successful adaptation of the pullback approach to hyperbolic
spaces. However, a key difference lies in the curve energy cost of traversing the center, which is
substantially lower in the hyperbolic space. Note that both the base manifold geodesics and the
pullback geodesics exhibit constant energy, confirming that the optimized curves are true geodesics
on their respective manifolds. For comparison, we also show the curve energy of the base manifold
geodesic, but evaluated using the pullback metric tensor. The non-constant energy indicates that the
base manifold geodesic is not a true geodesic under the pullback metric.

MNIST Digits: The natural clustering of MNIST images can be viewed as a hierarchy whose
nodes are each of the 10 digit classes. Following this point of view, Mathieu et al. [37] showed that
hyperbolic LVMs are better suited than their Euclidean counterparts for embedding MNIST images.
Similarly to previous works [3, 27, 32], we here explore the interpolation of handwritten digits from a
subset of the MNIST dataset. We embed 600 vectorized 28×28 images of 6 classes into 2D hyperbolic
and Euclidean latent spaces using GPHLVM and GPLVM, and then use the induced pullback metrics.

Fig. 3 shows the learned latent spaces along with a base manifold and a pullback geodesic interpolating
between a digit 3 and a digit 6. The decoded geodesics show the result of the interpolation in the image
space. As shown in Fig. 3a, the GPHLVM embeddings tend to be grouped by digits. As expected, the
GPHLVM predictions collapse to the non-informative GP mean in regions with sparse data, resulting
in blurry images. This is particularly evident along the hyperbolic geodesic for t = [0.11, 0.44]. In
contrast, the hyperbolic pullback geodesic tends to avoid sparse data regions by bending towards
the red cluster (digit 9), leading to less blurry predictions overall. As shown in Fig. 3b, the GPLVM
embeddings are not as clearly organized as in the hyperbolic latent space and form several groups
per digit. As such, despite that the Euclidean pullback geodesic also adheres to the data distribution,
the resulting interpolation oscillates between digits. A quantitative comparison of the GPHLVM and
GPLVM likelihood values confirms that a hyperbolic geometry is better suited for this dataset (see
Table 2). Moreover, the prediction uncertainty values confirm that pullback metrics better captures
the data manifold geometry for both models. This validates the effectiveness of hyperbolic pullback
geodesics, which thus may be used, e.g., to measure manifold-aware latent distances and probabilities.

Multi–cellular Robot Design: We build the coarse–to–fine framework for designing multi–cellular
robots using hyperbolic embeddings as introduced by Dong et al. [16]. Each robot is composed of a
5× 5 grid of cells, where each cell can be horizontally actuated (orange), vertically actuated (blue),
rigid (black), soft (gray), or empty (white). The design process begins with a fully horizontally or
vertically actuated robot and incrementally introduces changes, forming a hierarchical structure that
refines from coarse to fine architectures. This hierarchy can then be queried to find suitable robots for
specific tasks. Dong et al. [16] showed that their multi-cellular robot design approach in hyperbolic
space outperformed its Euclidean counterpart in most of the considered design tasks.

The main goal of this experiment is to leverage pullback geodesics as a data augmentation mechanism,
so that we can design new robot architectures by decoding geodesics that follow the pattern of
previously–designed robots. To do so, we embed existing robot designs into 2D latent spaces using
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Figure 4: Left: Embeddings of multi-cellular robots from coarse (darker tone) to fine (lighter tone). The
embeddings form two clusters originating from an all-vertically-actuated robot ( ) and an all-horizontally-
actuated robot ( ). Right: Ten samples along the decoded base manifold ( ) and pullback ( ) geodesics.
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Figure 5: Top left: Embeddings of hand grasps colored according to their corresponding grasp class. The
background color represents the pullback metric volume. The base manifold ( ) and pullback ( ) geodesics
correspond to a transition from a ring ( ) to a spherical grasp ( ). Top right: Time-series plots of 2 dimensions
of the joint space showing the mean of the decoded geodesics with their uncertainty as a gray envelope. A
training trajectory to the spherical grasp ( ) and a reversed training trajectory from the ring grasp ( ) are
included for reference. Bottom: Generated hand trajectories from the decoded geodesics.

GPHLVM and GPLVM. These models are trained with a taxonomy graph-distance prior in the form
of a stress loss as in [25], to preserve the hierarchical structure of the designs in the latent space (see
App. D.3 for details). Then, we compute the pullback metric and optimize geodesics to interpolate
between existing robot designs, generating novel ones. Fig. 4 shows the latent space and the mean
predictions along both the base manifold and pullback geodesics for each model. As shown in Table 2,
GPHLVM achieves a lower stress than GPLVM, indicating that the hyperbolic embeddings better
preserve the original hierarchy. For both models, the base manifold geodesics cross sparse data regions,
while the pullback geodesics adhere to the data support resulting in low-uncertainty predictions (see
Fig. 4 and Table 2). The superior hierarchy preservation in hyperbolic space yields improved
transitions between designs, with robot shapes and cell types evolving smoothly along the decoded
geodesic (see Fig. 4a). In contrast, the decoded Euclidean geodesic leads to abrupt design changes
(see Fig. 4b). This suggests that hyperbolic pullback geodesics can assist robot design processes.

Hand Grasps Generation: Jaquier et al. [25] showed that GPHLVMs outperform GPLVMs to learn
hand grasp embeddings that comply with the hierarchical structure of human motion taxonomies.
Here, we build on this model and explore the use of pullback geodesics as a motion generation
mechanism aimed at creating new motions that transition from one grasp to another. We consider the
hand grasp taxonomy of [50], which organizes common grasps types within a hierarchical taxonomy
tree. We use a dataset from the KIT whole-body motion database [36] consisting of 38 motions of 19
grasp types obtained from recordings of humans grasping different objects. Each motion corresponds
to a subject reaching out to grasp an object from an initial resting pose and results in a trajectory
Y ∈ RN×24 representing the temporal evolution of the 24 degrees of freedom of the wrist and fingers.

We train GPHLVMs and GPLVMs augmented with a taxonomy graph-distance prior [25] and a
dynamic prior akin to [52] (see App. D.4 for details). Fig. 5 shows the resulting 2D hyperbolic and
Euclidean latent spaces. Fig. 7 in App. D.5 depicts the 3D latent spaces. All training trajectories start
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Table 2: Marginal likelihood (MNIST), average stress (multi-cellular robots, hand grasps) and prediction
uncertainty along decoded geodesics (all). The likelihood and the stress are compared across geometries. The
prediction uncertainty is compared between the base manifold and pullback geodesic for each model.

Experiment Model Likelihood ↑ / Stress ↓ Prediction Uncertainty (×100) ↓
Base Manifold Pullback

MNIST Digits GPLVM R2 −226.23 9.10± 4.28 7.95± 3.47
GPHLVM H2

L −207.14 7.31± 4.74 5.14± 2.21

Multi-cellular Robots GPLVM R2 0.73± 1.05 3.16± 2.77 2.55± 2.02
GPHLVM H2

L 0.58± 0.88 4.14± 4.65 0.97± 1.80

Hand Grasps

GPLVM R2 0.18± 0.47 5.24± 1.99 0.04± 0.02
GPHLVM H2

L 0.10± 0.26 1.50± 2.27 0.04± 0.02

GPLVM R3 0.11± 0.21 0.30± 0.36 0.01± 0.01
GPHLVM H3

L 0.07± 0.10 1.29± 1.50 0.03± 0.03

near the latent space origin, corresponding to the hand’s initial resting pose, and progress outward
until the final grasp. Table 2 shows that the hyperbolic models better capture the taxonomy structure
than their Euclidean counterparts, consistent with [25]. Notice that the relatively high stress variance
is due to the fact that the taxonomy graph distances of some grasps classes are better preserved by
the embeddings than others. However, the distances are better preserved for all classes in hyperbolic
latent spaces compared to Euclidean ones (see also App. D.5 and Fig. 8).

Fig. 5 shows the base manifold and pullback geodesics interpolating from a ring to a spherical grasp,
alongside the decoded hand motions. While the base manifold geodesic crosses empty regions in
the latent space, the pullback geodesic adheres closely to the data support. As both geodesics start
and end with the same grasps, their initial and final predictions match. However, the decoded base
manifold geodesic shows high uncertainty in the middle part of the motion (see Figs. 5a-5b top right).
This is due to the GP reverting to its non-informative mean in regions with sparse data, where the
GP prior dominates the posterior, leading to maximum uncertainty. Consequently, the obtained hand
motions display large deviations from the initial ring and final spherical grasps. In contrast, as shown
in Fig. 5 and Table 2, the decoded pullback geodesic shows a much lower uncertainty, as the geodesic
stays closer to the data support. Moreover, the hand motions obtained from the decoded pullback
geodesics produce more realistic transitions than those from the base manifold geodesics, with the
hyperbolic pullback geodesics arguably exhibiting the smallest deviations from the start and end
grasps. Similar results are obtained with 3D latent spaces, see App. D.5. Despite the low uncertainty,
the motions predicted from 2D latent spaces sometimes lack smoothness due to the fact that nearby
latent points do not always correspond to equally similar hand configurations. This is alleviated
in the 3D latent space, which provides more volume to better accommodate the latent embeddings.

6 Conclusion
This paper advances the field of hyperbolic LVMs by augmenting the hyperbolic manifold with
a Riemannian pullback metric, combining in a principled manner the hyperbolic geometry with
the geometry of the data distribution. By minimizing the curve energy on the pullback metric, we
computed geodesics that adhere to the data manifold in the hyperbolic latent space. To do so, we
addressed the limitations of current auto-differentiation techniques by providing analytical solutions
for the hyperbolic SE kernel derivatives. Via multiple experiments, we demonstrated that hyperbolic
pullback geodesics outperform both hyperbolic geodesics and Euclidean pullback geodesics.

It is worth noting that the benefits of pullback geodesics are most evident when the data exhibits
smooth transitions. They become less effective when the data is inherently comprised of distinct
clusters, as the pullback geodesics cannot cross high-energy regions, i.e., the data manifold
boundaries. This paper focused on 2D and 3D hyperbolic latent spaces as they are easier to visualize
and computationally less expensive than higher-dimensional latent spaces, while benefiting from
the increased capacity of hyperbolic spaces to embed hierarchical data. Future work will investigate
extensions to higher-dimensional hyperbolic latent spaces, which require to deal with more complex
expressions for hyperbolic kernels. Additionally, the need for computing manual kernel derivatives is
unsatisfactory. Future work will explore alternative autodifferentiation techniques built on KeOps [19]
to overcome this practical issue. Finally, the approximation of the 2D hyperbolic SE kernel is
computationally expensive. Performance could potentially be increased by exploring different
sampling strategies, e.g., by sampling from a Rayleigh distribution rather than from a Gaussian.
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A Hyperbolic Manifold

The D-dimensional hyperbolic manifold HD
L and its tangent space TxHD

L are given as

HD
L = {x ∈ RD+1 | ⟨x,x⟩L = −1, x0 > 0} , (20)

TxHD
L = {u ∈ RD+1 | ⟨u,x⟩L = 0} , (21)

where ⟨x,y⟩L = xTGLy is the Lorentzian inner product with the Lorentzian metric tensor GL =
diag(−1, 1, ..., 1). Note that, since the curvature of the hyperbolic manifold is constant, the metric
tensor does not depend on x as for general manifolds, i.e., GL

x = GL for all x ∈ HD
L . For the

hyperbolic manifold, closed form solutions exist for the standard manifold operations. Specifically,
the geodesic distance, exponential map, logarithmic map, parallel transport, and tangent space
projection are given as,

dHD
L
(x,y) = arccosh(−⟨x,y⟩L) , (22)

Expx(u) = cosh(∥u∥L)x+ sinh(∥u∥L)
u

∥u∥L
, (23)

Logx(y) = dHD
L
(x,y)

y + ⟨x,y⟩Lx√
⟨x,y⟩2L − 1

, (24)

Γx→y(u) = u+
⟨y,u⟩L

1− ⟨x,y⟩L
(x+ y) (25)

projx(w) = Pxw = (GL + xxT)w . (26)

These operations are illustrated by Fig. 6.

Working with probabilistic models on Riemannian manifolds requires probability distributions that
account for their geometry. Therefore, the GPHLVM prior xn ∼ NHDx

L
(µ0, αI) relies on the

hyperbolic wrapped distribution [38], which builds on a Gaussian distribution on the tangent space
at the origin µ0 = [1 0 . . . 0]T ∈ HD

L . Intuitively, the wrapped distribution is constructed as follows:
(1) Sample a point ṽ ∈ RD from the Euclidean Gaussian distribution N (0,Σ); (2) Transform ṽ to
an element of the tangent space Tµ0

HD
L at the origin by setting v = [0 ṽ]T; (3) Parallel transport v to

the desired mean u = Γµ0→µ(v); and (4) Project u onto the hyperbolic space via the exponential
map x = Expµ(u). The resulting probability density function is

NHD
L
(x | µ,Σ) = N (ṽ | 0,Σ)

(
r

sinh(r)

)D−1

, (27)

where u = Logµ(x),v = Γµ→µ0
(u), and r = ∥u∥L.

As mentioned in the main text, we mostly rely on the Lorentz model HD
L in our algorithms, but use

the Poincaré model for visualization, as it provides a more intuitive representation. The Poincaré
model is defined as

HD
P = {xP ∈ RD | ∥xP∥ < 1}. (28)

It is possible to map points from the Lorentz to the Poincaré model via an isometric mapping
f : HD

L → HD
P such that

f(x) =
(x1, . . . , xd)

T

x0 + 1
, (29)

where x ∈ HD
L with components x0, x1, . . . , xd. The inverse mapping f−1 : HD

P → HD
L is defined

as follows

f−1(y) =

(
1 + ∥y∥2, 2y1, . . . , 2yd

)T
1− ∥y2∥

, (30)

with y ∈ HD
P with components y1, . . . , yd.

B Hyperbolic Kernel Derivatives

This section provides the complete derivations of the hyperbolic SE kernel derivatives that are
necessary to compute the pullback metric tensor and to optimize geodesics on it. Eq. (16) defines the
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(a) Exponential and logarithmic maps. (b) Parallel transport. (c) Tangent space projection.

Figure 6: Principal Riemannian operations on the Lorentz model H2
L. (a) The geodesic ( ) is the shortest path

between the two points x to y on the manifold. Its length is equal to the geodesic distance dHD
L
(x,y). The

vector u ( ) lies on the tangent space of x such that y = Expx(u). (b) Parallel transport Γx→y(u) of the
vector v from TxH2

L to TyH2
L. (c) The vector w ( ) is projected onto the tangent space of x via the tangent

space projection u = projx(w).

pullback metric tensor GP,L
x∗ based on the Jacobian mean µJ and covariance matrix ΣJ (15), which

in turn require the kernel derivatives ∂k(x∗,X) = ∂
∂x∗ k(x

∗,X) ∈ RDx×N and ∂2k(x∗,x∗) =
∂2

∂z∂xk(x, z)|x=z=x∗ ∈ RDx×Dx . Additionally, minimizing the curve energy (17), requires the
derivative of the pullback metric tensor, i.e., the derivative of µT

JµJ +DyΣJ , which requires the

kernel derivative
∂3

∂x∂z∂x
k(x, z) and

∂3

∂z2∂x
k(x, z). Specifically, we have

∂

∂x∗ (µ
T
JµJ +DyΣJ) =

[
∂

∂x∗µ
T
J

]
×2 µ

T
J +

[
∂

∂x∗µJ

]
×1 µ

T
J +Dy

[
∂

∂x∗ΣJ

]
, (31)

with
∂

∂x∗µ
T
J =

[
∂

∂x∗ ∂k(x
∗,X)

]
×2 Y

T(KX + σ2
yIN )−1, (32)

∂

∂x∗ΣJ =

[
∂

∂x∗ ∂
2k(x∗,x∗)

]
−
[

∂

∂x∗ ∂k(x
∗,X)

]
×2 SJ −

[
∂

∂x∗ ∂k(X,x∗)

]
×1 SJ ,

(33)

∂

∂x∗ ∂
2k(x∗,x∗) =

[
∂3

∂x∂z∂x
k(x, z) +

∂3

∂z2∂x
k(x, z)

] ∣∣∣∣∣
x=z=x∗

, (34)

where we have µJ ∈ RDy×Dx ,
∂

∂x∗µ ∈ RDy×Dx×Dx ,
∂

∂x∗ ∂k(x
∗,X) ∈ RDx×N×Dx , and ×n

denotes the n-th mode tensor product [29]. Next, we provide the details of the derivation of the kernel
derivatives for H2

L and H3
L.

B.1 2D Hyperbolic SE Kernel Derivatives

We compute the 2D hyperbolic SE kernel kH
2
L(x, z) via the Monte Carlo approximation (4).

The pullback metric tensor GP,L
x∗ is computed using the kernel derivatives ∂

∂xk(x, z)|x=x∗ and
∂2

∂z∂xk(x, z)|x=z=x∗ (14). The only part of the kernel (4) that depends on the inputs x, z is the func-
tion Φl(x, z). Therefore, the derivatives of the 2D hyperbolic SE kernel (4) are entirely determined
by the derivatives of Φl(x, z), which are given by,

∂Φl(x, z)

∂x
=

[
∂ϕl(xP)

∂x

]
ϕ̄l(zP) and

∂2Φl(x, z)

∂z∂x
=

[
∂ϕl(xP)

∂x

] [
∂ϕ̄l(zP)

∂z

]T
. (35)
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Eq (35) shows that these derivatives in turn are defined by the first and second derivatives of
ϕl(xP) = e(1+2sli)⟨xP ,bl⟩, which are computed as

∂ϕl(xP)

∂x
= (1 + 2sli)ϕl(xP)

[
∂

∂x
xP

]T [
∂

∂xP
⟨xP , b⟩

]
, (36)

∂2ϕl(xP)

∂x2
= (1 + 2sli)

([
∂

∂x
xP

]T [
∂

∂xP
⟨xP , b⟩

] [
∂

∂x
ϕl(xP)

]T
(37)

+ ϕl(xP)

[
∂2

∂x2
xP

]
×1

[
∂

∂xP
⟨xP , b⟩

]
+ ϕl(xP)

[
∂

∂x
xP

]T [
∂

∂x

∂

∂xP
⟨xP , b⟩

])
,

= (1 + 2sli)ϕl(xP)

(
(1 + 2sli)

[
∂

∂x
xP

]T [
∂

∂xP
⟨xP , b⟩

] [
∂

∂xP
⟨xP , b⟩

]T [
∂

∂x
xP

]
(38)

+

[
∂2

∂x2
xP

]
×1

[
∂

∂xP
⟨xP , b⟩

]
+

[
∂

∂x
xP

]T [
∂2

∂x2
P
⟨xP , b⟩

] [
∂

∂x
xP

])
.

As shown by these expressions, the derivatives of ϕl(xP) are defined as functions of the derivatives
of the hyperbolic outer product and of the derivatives of the Lorentz to Poincaré mapping. The
derivatives of the hyperbolic outer product ⟨xP , b⟩ = 1

2 log
(

1−|xP |2
|xP−b|2

)
are given as,

∂

∂xP
⟨xP , b⟩ = −

1

2

(
2xP

1− |xP |2
+

2(xP − b)

|xP − b|2

)
=

xP

|xP |2 − 1
− xP − b

|xP − b|2
, (39)

∂2

∂x2
P
⟨xP , b⟩ =

1

|xP |2 − 1
IDx
− 2xPx

T
P

(|xP |2 − 1)2
− 1

|xP − b|2
IDx

+
2(xP − b)(xP − b)T

|xP − b|4
. (40)

Finally, the derivatives of the Lorentz to Poincaré mapping xP = 1
1+x0

[x1 . . . xD]T ∈ HDx

P are given
as,

(
∂

∂x
xP

)
i,j

=


− xi+1

(1+x0)2
j = 0

1
1+x0

j = i+ 1

0 otherwise
,

(
∂2

∂x2
xP

)
i,j,k

=


2xi+1

(1+x0)3
j = k = 0

− 1
(1+x0)2

j = 0 and k = i+ 1

− 1
(1+x0)2

k = 0 and j = i+ 1

0 otherwise

,

(41)

with i ∈ {0, ..., Dx − 1}, j, k ∈ {0, ..., Dx}, and Dx = 2.

Minimizing the curve energy (17) to compute pullback geodesics additionally requires the derivative
∂

∂x∗G
P,L
x∗ . This, in turn, requires the derivative of the Jacobian of the covariance matrix ∂ΣJ

∂x∗ ,

which depends on the kernel derivatives ∂3k(x,z)
∂x∂z∂x |x=z=x∗ , and ∂3k(x,z)

∂z2∂x |x=z=x∗ . Again, the kernel
derivatives are determined by the derivatives of Φl(x, z),

∂3Φl(x, z)

∂x∂z∂x
=

[
∂2ϕl(xP)

∂x2

]
×2

[
∂ϕ̄l(zP)

∂z

]
and

∂3Φl(x, z)

∂z2∂x
=

[
∂2ϕ̄l(zP)

∂z2

]
×1

[
∂ϕl(xP)

∂x

]
,

(42)
where A ×i B refers to n-mode product [30] which multiplies the i-th dimension of A with the
second dimension of B. If B is a vector, A is unsqueezed at dimension i before the multiplication.
The matrices ∂2ϕl(xP)

∂x2 , ∂2ϕl(zP)
∂z2 ∈ R3×3 in (42) are therefore interpreted as R3×1×3 and R1×3×3,

respectively.
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B.2 3D Hyperbolic SE Kernel Derivatives

This section provides the derivations of the 3D hyperbolic SE kernel derivatives. The 3D hyperbolic

SE kernel is given by (3). In this section, we simplify its notation and write k(x, z) = ρ
se

− ρ2

ν by
omitting the constant τ/C∞, setting ν = 2κ2, and introducing the helper variables u = ⟨x, z⟩L and
s =
√
u2 − 1. Their derivatives are ∂u

∂x = GLz, dρ
du = −1

s , and ds
du = u

s . Using these expressions,

the first and second derivatives of the 3D hyperbolic SE kernel k(x,y) = ρ
s e

− ρ2

ν are given as,

∂

∂x
k(x, z) =

[
∂u

∂x

d
du

ρ

]
1

s
e−

ρ2

ν + ρ

[
∂u

∂x

d
du

s−1

]
e−

ρ2

ν +
ρ

s

[
∂u

∂x

dρ
du

d
dρ

e−
ρ2

ν

]
,

= − 1

s2
GLze−

ρ2

ν − ρu

s3
GLze−

ρ2

ν +
ρ

s2
GLz

2ρ

ν
e−

ρ2

ν ,

= g(u)e−
ρ2

ν GLz , (43)

∂2

∂z∂x
k(x, z) = Gz

[
∂u

∂z

d
du

g(u)

]
e−

ρ2

ν +Gzg(u)

[
∂u

∂z

dρ
du

d
dρ

e−
ρ2

ν

]
+ g(u)e−

ρ2

ν

[
∂

∂z
Gz

]
,

=

[
d

du
g(u)

]
e−

ρ2

ν GzxTGL + g(u)
−1
s

−2ρ
ν

e−
ρ2

ν GzxTGL + g(u)e−
ρ2

ν GL,

=
(
h(u)GLzxTGL + g(u)GL) e− ρ2

ν , (44)

∂2

∂x∂x
k(x, z) = h(u)GLzzTGLe−

ρ2

ν , (45)

with g(u) =
(

2ρ2

νs2 −
1
s2 −

uρ
s3

)
and h(u) = d

dug(u) +
g(u)2ρ

νs . The helper functions g(u) and h(u)

are essential to understand why standard automatic differentiation tools fail to compute the deriva-
tives (43)-(45). For equal inputs x = z, the inner product u approaches −1, while the distance
ρ = dHDx

L
(x, z) and variable s converge to 0. This limit is analytically well behaved for the helper

functions, e.g., limu→−1− g(u) = 2
ν + 1

3 . However, automatic differentiation tools fail to compute
the kernel derivatives for equal inputs correctly because they do not cancel out 0-approaching terms.
For example, we have for g(u),

2ρ2

νs2
− 1

s2
− uρ

s3
→ autodiff

x=z →
0

0
− 1

0
− 0

0
= NaN .

In this scenario, autodiff divides by 0, leading to undefined values (NaN). In other cases, e.g.,
when training a GPLVM, derivatives for equal kernel inputs x = z may not be that relevant because
different latent points rarely become that close. However, these derivatives are essential for computing
the Jacobian covariance matrix ΣJ in (15). Although symbolic differentiation libraries could provide
a solution, they tend to be too slow for practical purposes. To address this issue, we replace the
general function definitions with their analytical limits, when u gets close to −1. This is equivalent
to the hyperbolic distance between the two kernel inputs falling below a predefined threshold value
ρ = arccosh(−u) = dHDx

L
(x, z) ≤ 1e−4. The analytical limit expressions for the helper functions

are given as

lim
u→−1−

g(u) = lim
u→−1−

(
2ρ2

νs2
− 1

s2
− uρ

s3

)
=

2

ν
+

1

3
, (46)

lim
u→−1−

h(u) = lim
u→−1−

(
d

du
g(u) +

g(u)2ρ

νs

)
=

4

ν2
+

6

3ν
+

4

15
, (47)

lim
u→−1−

q(u) = lim
u→−1−

(
d

du
h(u) +

h(u)2ρ

νs

)
=

8

ν3
+

8

ν2
+

14

5ν
+

12

35
. (48)

Finally, we need the third-order kernel derivatives to optimize pullback geodesics as in the 2D
case. Denoting the second kernel derivative as K = ∂2k(x,z)

∂z∂x ∈ R4×4, the third-order derivatives is
obtained by stacking the individual derivatives of each row and column of K. The derivative of each
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Algorithm 1 Computation of hyperbolic pullback geodesics

Input: Start and end points x1, xM ∈ HDx

L of the pullback geodesic, pullback metric GP,L.
Output: Pullback geodesic represented as a set of points {xi}Mi=1 with xi ∈ HDx

L .
Initialization:
Initialize the pullback geodesic, e.g., as the hyperbolic geodesic from x1 to xM .
Discretize the pullback geodesic with M points {xi}Mi=1.
Geodesic computation:
repeat

Compute the curve energy E (17).
Compute the spline energy Espline.
x2, ...,xM−1 ← RiemannianOptStep(E + λEspline).

until convergence

row Ki w.r.t. the first input x and each column Kj w.r.t the second input z are given by,

∂

∂z
Kj =

∂

∂z

(
h(u)GLzxj + g(u)ej

)
∆1je

− ρ2

ν , (49)

=

([
d

du
h(u)

]
GLzxTGLxj + h(u)GLxj +

[
d

du
g(u)

]
ejx

TGL
)
∆1je

− ρ2

ν (50)

+
(
h(u)GLzxj + g(u)ej

)
∆1l

2ρ

νs
e−

ρ2

ν xTGL, (51)

=
(
q(u)GLzxTGLxj + h(u)GLxj + h(u)ejx

TGL)∆1je
− ρ2

ν , (52)
∂

∂x
Ki =

(
q(u)GLzxTGLzi + h(u)GLzi + h(u)GzeTi

)
∆1ie

− ρ2

ν , (53)

where q(u) = d
duh(u) +

h(u)2ρ
νs and ∆ij represents a modified Kronecker delta equal to −1 for equal

indices and to 1 otherwise. Stacking the row and column matrices Ki and Kj along the first and
second dimension accordingly gives the third kernel derivatives ∂K

∂x , ∂K
∂z ∈ R4×4×4.

C Hyperbolic Pullback Geodesics

In Sec. 3.3, we described the computation of geodesics according to the hyperbolic pullback metric
introduced in Sec. 3.1, 3.2. Algorithm 1 summarizes the computation of a hyperbolic pullback
geodesic by minimizing (18) with Riemannian optimization.

D Experimental Details and Additional Results

Apps. D.1-D.4 provide additional details regarding the data and GPHLVM training process for each
of the experiments described in Sec. 5. App. D.5 provides additional insights into the hand grasps
experiment of Sec. 5, and App. D.6 provides runtimes for the computation of pullback metrics and
geodesics.

D.1 C-shape

The proof-of-concept experiment on the C-shape dataset was designed as a minimalist example with
a simple setup to visualize and compare Euclidean and hyperbolic pullback metrics. The training
data consists of N = 1000 two-dimensional points arranged in a C shape and scaled to fit within
the unit circle. In the Euclidean case, the datapoints are used as both latent points and observations,
i.e., X = Y ∈ R1000×2. In the hyperbolic case, the datapoints can be interpreted as elements of
the Poincaré model. We represent each latent point and observation in the Lorentz model using
the Poincaré to Lorentz mapping xL = 1

1−∥x∥2

[
1 + ∥x∥2 2xT

]T ∈ H2
L. We fully specify the

LVMs by manually setting the kernel variance, lengthscale, and noise variance of both GPLVM and
GPHLVM to (τ, κ, σ2

y) = (0.7, 0.15, 0.69). We used constant zero mean for both models. For the
GPHLVM, we used the 2D hyperbolic SE kernel with L = 3000 rejection samples.

17



The start- and end-points of the geodesics shown in Fig. 2 correspond to one of the C-shape latent
points. The geodesics are represented by M = 25 regularly-spaced points. Geodesics on the
Euclidean base manifold correspond to straight lines from x0 to xM−1. In the hyperbolic case, the
geodesics on the base manifold are given as xi = Expx0

(tiLogx0
(xM−1)) with ti = i/(M − 1)

and i = {0, ...,M − 1}. The geodesics on the base manifolds were used as initialization for the
pullback geodesic optimization. We obtain the pullback geodesics by minimizing the combined loss
function (18) based on both curve energy and spline energy (see Sec. 3.3). We used Riemannian
Adam for 200 steps with a learning rate of 0.005. In this experiment, the curve energy and spline
energy were weighted equally, i.e., λ = 1 in Eq. (17).

We visualize the volume of the pullback metrics on a 110× 110 grid of points, filtering out points
lying outside the unit circle in the hyperbolic case. In the Euclidean case, we computed the volume at

each grid point x∗ by evaluating the determinant
√

det(GP,R
x∗ ) of the pullback metric tensor GP,R.

In the hyperbolic case, the pullback metric tensor is a 3 × 3 matrix that lies on the 2-dimensional
tangent space, leading to one of its eigenvalues being zero. To address this, we compute the volume√

det(GP,L
x∗ ) as the product of the two nonzero eigenvalues.

D.2 MNIST Digits

We use a subset of the MNIST dataset composed of 100 datapoints for each of the classes 0, 1, 2, 3,
6, and 9. Each datapoint is represented as a 28× 28 binary image. We optimize the parameters of
the GPHLVM using Riemannian Adam for 500 steps with a learning rate of 0.05. We set a Gamma
prior with concentration α = 2 and rate β = 2 on the kernel lengthscale and a Gamma prior with
concentration α = 5 and rate β = 0.8 on the kernel variance. The hyperbolic embeddings are
initialized in the tangent space of the origin µ0 using PCA and projected onto the manifold using the
exponential map. Similarly, we optimize the parameters of the GPLVM using Adam for 500 steps
with a learning rate of 0.01. The Euclidean embeddings are initialized using PCA.

D.3 Multi–cellular Robot Design

We consider multi–cellular robots composed of a 5× 5 grid of cells. Possible cell types are empty,
solid, soft, a horizontal actuator or a vertical actuator. We generate a dataset of 216 multi-cellular
robots following the hierarchical approach of [16], which we explain next for completeness. The root
nodes of the hierarchy are two coarse robots composed of only vertical and only horizontal actuator
cells. A component is defined as a group of cells of the same type, i.e., the root robots have a single
component. Children nodes of each robot are designed by dividing large components into 2 smaller
components using K-means and by assigning a different type of cell to one of these components. This
process is repeated iteratively to obtain robots with up to 8 components. This results in a tree of multi-
cellular robots, with coarse-grained robots close to the roots and fine-grained robots at the leaves.

To account for the hierarchical structure associated with the tree structure of the multi-cellular robots,
we incorporate graph-based priors in both GPHLVM and GPLVM as proposed in [25]. This is
achieved by leveraging the stress loss,

ℓstress(X) =
∑
i<j

(dG(ci, cj)− dM(xi,xj))
2
, (54)

to match the pairwise latent distances with the tree distances, and where ci denotes the tree node,
distG, and distM are the graph distance and the geodesic distance onM, respectively. Therefore,
training the GPHLVM and GPLVM is achieved by solving,

argmax
X

log p(Y |X,Θ)− γℓ̄stress(X) , (55)

where γ is a parameter balancing the two losses and ℓ̄stress(X) is the stress loss averaged over the
embeddings. We set γ = 6000. For the GPHLVM, we use a Gamma prior with concentration
α = 2 and rate β = 2 on the kernel lengthscale. We optimize the parameters of the GPHLVM using
Riemannian Adam for 500 steps with a learning rate of 0.05 and the parameters of the GPLVM using
Adam for 500 steps with a learning rate of 0.01.
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D.4 Hand Grasps Generation

For the hand grasp experiment, we used data from the KIT Whole-Body Motion Database [36]. The
dataset consists of 38 trajectories, with motion recordings from two human subjects (IDs 2122 and
2123). Each subject performed 19 different grasp types1 of the GRASP taxonomy [18]. Each grasp
consists of the subject grasping an object from a table, lifting it, and placing it back.

We applied several preprocessing steps to the recorded data before training the GPHLVM: (1) We
applied a low-pass filter to remove high-frequency noise; (2) We trimmed the start and end of each
trajectory to focus solely on the motion from the initial resting pose to the point where the grasp
was completed. Since detecting the exact point of grasp completion is non-trivial, we cut off the
trajectories at the moment when the grasped object was first moved by the subject; (3) We subsample
the trajectories; and (4) We centered the data to allow for the use of a zero mean function in the
GPHLVM. After preprocessing, each trajectory is composed of 30 to 40 data points. Stacking all
trajectories together results in a total of N = 1321 data points Y ∈ R1321×24.

In contrast to the previous experiments, this experiment involves trajectory data. To preserve
the trajectory structure during training, we incorporated a dynamics prior p(X2:N | X1:N−1),
similar to [52], but using the wrapped Gaussian distribution (27). We also used back constraints
X = k(Y ,Y )C, which allow for a smooth mapping from the observation space to the latent space.
The back-constraints kernel is defined as a Euclidean SE kernel with variance τ = 1 and a lengthscale
κ = 0.4. Moreover, each grasp type is identified with a lead node of the quantitative taxonomy
of hand grasps [50]. More specifically, the first point of each trajectory, which corresponds to the
resting state, is assigned to the root node c0 of the taxonomy graph, and the last point to the taxonomy
node representing the corresponding grasp type. The taxonomy node c14, for instance, represents
the stick grasp. The number of edges between different grasp types in the taxonomy graph defines a
distance function, dG(ci, cj). To account for the hierarchical structure associated with the taxonomy,
we additionally incorporate graph-based priors in our GPHLVM as proposed by Jaquier et al. [25].
This is achieved by leveraging the stress loss (54) to match the pairwise latent distances with the
graph distances. During training, we minimize the stress loss over the first and last latent points of
each trajectory along with maximizing the GPHLVM marginal likelihood by optimizing,

argmax
X

log p(Y |X,Θ) + 2
Dy

Dx
log p(X2:N |X1:N−1)−Dyℓstress(X) . (56)

We performed the optimization using Riemannian Adam for 10000 steps, with a learning rate of
0.001.

As GPLVMs are generally prone to local optima during training, they benefit from a good initialization.
Therefore, we initialize the first and last latent points of each trajectory to minimize the stress loss, i.e.,

Xinit = min
X

ℓstress(X). (57)

The optimized first and last points are then connected using a hyperbolic geodesic with the same
number of points as the original motion recording. To ensure distinct initialization for each subject,
we added random noise to the geodesics.

For the geodesic optimization, we selected the final points of two trajectories for generating a
motion from a ring grasp to a spherical grasp. We compared the hyperbolic geodesic with the
pullback geodesic. Since the latent space in this experiment captures the taxonomy structure, we
incorporated the expected path along the taxonomy nodes into the initialization for the pullback
geodesic. Specifically, we concatenated two hyperbolic geodesics: the first connecting the spherical
grasp to the origin which represents the root node of the taxonomy graph, and the second connecting
the origin to the ring grasp. Starting from this initialization, we applied Riemannian Adam to optimize
the geodesic over 200 steps, using a learning rate of 0.005 and a spline energy weighting of λ = 100.

D.5 Additional Hand Grasps Results

This section provides further insights into the hand grasps experiment described in Sec. 5. First, Fig. 7
shows the 3D hyperbolic and Euclidean latent spaces obtained from the GPHLVM and GPLVM of

1The three-finger sphere grasp of the GRASP taxonomy [18] is missing from the dataset.
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(b) GPLVM, R3

Figure 7: Top left: Embeddings of hand grasps colored according to their corresponding grasp class. The
background color represents the pullback metric volume. The base manifold ( ) and pullback ( ) geodesics
correspond to a transition from a ring ( ) to a spherical grasp ( ). Top right: Time-series plots of 2 dimensions
of the joint space showing the mean of the decoded geodesics with their uncertainty as a gray envelope. A
training trajectory to the spherical grasp ( ) and a reversed training trajectory from the ring grasp ( ) are
included for reference. Bottom: Generated hand trajectories from the decoded geodesics.

(a) GPHLVM, H2
L (b) GPLVM, R2 (c) GPHLVM, H3

L (d) GPLVM, R3

Figure 8: Pairwise error matrices between geodesic and taxonomy graph distances.

Section 5, alongside the base manifold and pullback geodesic interpolating from a ring to a spherical
grasps and their corresponding decoded hand motions.

Second, we discuss the stress values provided in Table 2, which measure the average difference
between the hyperbolic distances between embeddings and the corresponding taxonomy graph
distances. Figure 8 complements the statistics presented in Table 2 and depicts the pairwise error
matrices between the graph and manifold distances for the 2D and 3D GPHLVMs and GPLVM. The
left and top bar colors represent the embedding’s taxonomy classes following the color code of Figs. 5
and 7. The rest pose class (root node of the tree) is represented in white. We observe that, for all
models, the pairwise errors between two leaf nodes (i.e., grasps), represented in the bottom-right
corner of the plots, are higher than the pairwise errors between rest poses and grasps (i.e., root and
leaf nodes), represented in the top-left, top-right, and bottom-left corners. This explains the large
variance in the stress values of Table 2, and is due to the fact that a low error between the root and
the leaves simply involves the leaf embeddings to be at the right distance from the origin, where the
root is roughly located. Low errors between leaf nodes additionally involve the adequate relative
placement of the corresponding embeddings. It is important to emphasize that the hyperbolic models
lead to lower pairwise errors compared to their Euclidean counterparts for all taxonomy classes,
as shown by the darker colors of Figs. 8a and 8c compared to Figs. 8b and 8d. Moreover, the 3D
hyperbolic model leads to the lowest pairwise errors overall.

Third, we present additional visualizations of the decoded geodesics. While Figs. 5 and 7 only show
2 dimensions of the joint space, Fig. 9 depicts the decoded geodesics across all 24 dimensions, i.e.,
over the 24 degrees of freedom (DoF) of the hand model introduced in [36]. This model counts two
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Figure 9: Time-series plots of all 24 dimensions of the joint space introduced in Fig. 5. The left and right
columns show the decoded geodesics of the 2D and 3D latent spaces. The top and bottom rows show the mean
of the decoded hyperbolic ( ) and pullback geodesics ( ) and their uncertainty as a gray envelope. For
reference, the same training trajectory to the spherical grasp ( ) and reversed training trajectory from the ring
grasp ( ) are included.

Table 3: Average computation times in seconds over 10 computations of the pullback metric at a random point x
and of a pullback geodesic between two random points x,y.

Model Pullback metric Geodesic

GPLVM R2 0.65× 10−3 ± 0.06× 10−3 4.14± 0.27
GPHLVM H2

L 44.2× 10−3 ± 1.3× 10−3 38.08± 0.52

GPLVM R3 0.63× 10−3 ± 0.01× 10−3 4.19± 0.23
GPHLVM H3

L 1.77× 10−3 ± 0.07× 10−3 13.67± 0.33

joints for the wrist, four joints for each finger, and two additional joints for the ring and little fingers
to allow a better fist closure.

Finally, we discuss the influence of initialization on optimizing the pullback geodesics. As described
in Sec. D.4, we initialize the pullback geodesic with two concatenated hyperbolic geodesics: One
from the ring grasp to the origin and another from the origin to the spherical grasp. This initialization
incorporates knowledge about the expected path in the taxonomy graph. In contrast, Fig. 10 shows the
optimized pullback geodesics when the optimization is initialized solely with a hyperbolic geodesic
from the ring grasp to the spherical grasp. In the two-dimensional case, we observe that the optimized
pullback geodesic path differs significantly from the one shown in Fig. 5. This discrepancy is likely
due to the geodesic optimization getting stuck in a local minimum, which may be a consequence of
the Monte Carlo approximation of the 2D hyperbolic SE kernel. Interestingly, the three-dimensional
pullback geodesic does not exhibit this issue, further supporting the hypothesis that the Monte Carlo
approximation may be responsible since the 3D case does not rely on this approximation. In the 3D
case, the optimized pullback geodesic follows a path very similar to the one shown in Fig. 5.
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Figure 10: Hand grasps transition when initializing the geodesic optimization with the hyperbolic geodesic. As
in Fig. 5, a transition from a ring ( ) to a spherical grasp ( ) is obtained using hyperbolic ( ) and pullback
( ) geodesics in H2

L (left) and H3
L (right). Top: 2D and 3D latent spaces of the trained models. Bottom:

Time-series plots of 3 dimensions of the joint space for the decoded hyperbolic geodesic ( ) and pullback
geodesic ( ).

D.6 Runtimes

Table 3 shows the runtime measurements for the computation of pullback metrics and pullback
geodesics of GPHLVM and GPLVM of the hand grasps generation experiment. The implementations
are fully developed on Python, and the runtime measurements were taken using a Macbook Pro with
Apple M3 Max chip with 14-core CPU and 36GB RAM. The main computational burden arises in
the GPHLVM with 2D latent space, which is in contrast with the experiments using a 3D latent space.
We attribute this increase of computational cost mainly to the 2D hyperbolic kernel, as also observed
in [25]. This may be alleviated by reducing the number of samples or via more efficient sampling
strategies, as briefly discussed in Section 6.
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