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Abstract— Generating human-like robot motions is pivotal
for achieving smooth human-robot interactions. Such motions
contribute to better predictions of robot motions by humans,
thus leading to more intuitive interaction and increased ac-
ceptability. Human likeness in robot motions has been conven-
tionally measured and realized via the optimization of human-
likeness metrics. However, the abundance of such metrics and
the absence of standardized criteria impede their usage in
novel contexts. In this work, we introduce a unified human-
likeness metric built from a hierarchically weighted sum of
individual metrics. The proposed metric is derived from a
thorough analysis of eleven existing human-likeness criteria
and is applicable across various tasks and robot models. We
evaluate its performance in the context of motion retargeting
of bimanual tasks with three different humanoid robots.

I. INTRODUCTION

Human-like motions of robots that assist, interact, and
collaborate with humans significantly contribute to intuitive
and effective human-robot interactions. Human-like robot
motions are pivotal as they enable humans to better anticipate
robot actions [1], thus leading to increased acceptability [2].
As such, the generation of human-like robot motions was
investigated within various areas of robotics, including social
interactions [3], [4], learning from demonstrations [5], [6],
and motion planning [7], [8], among others. In this context,
roboticists explored numerous criteria to evaluate the human
likeness of robot motions [1], [9], [10]. These include metrics
based on biologically-inspired motion patterns [3], [11],
predicted joint angles [12], [13], or joint synergies extracted
from human motion data [7], [14], which are then utilized
for motion generation. Human-likeness can also be targeted
by optimizing the robot motion directly based on kinematic
similarity to a reference motion [15]–[17].

Despite the careful design of various metrics, guidelines to
choose the appropriate one for a given setting remain over-
looked. Specifically, several metrics were introduced without
comprehensive assessment [8], [18], [19] or their evaluations
are mostly achieved via high-effort user studies [3], [4], [20],
[21] or by comparing the robot motion to a reference human
demonstration [13]. Moreover, optimizing a trajectory for
a specific human-likeness metric ensures that this metric
achieves the best score compared to other criteria, thus
leading to flawed evaluations.

The research leading to these results has received funding from the Eu-
ropean Union’s Horizon Europe Research and Innovation programme under
grant agreement No 101070292 (HARIA) and the German Federal Ministry
of Education and Research (BMBF) under the project CATCH-HEMI
(01KU2012). The authors are with the Institute for Anthropomatics and
Robotics, Karlsruhe Institute of Technology, Germany {andre.meixner,
asfour}@kit.edu

Fig. 1: Motion retargeting of two bimanual motions from the MMM
reference model (left) to two robots each (middle, right) via a non-
linear optimization-based approach (OPT). Top: End-effector pose
mapping for a transfer task. Bottom: Relative pose mapping for a
wiping task. The right motions are mapped via OPT augmented with
two human-likeness criteria (top: SYN, HJAr , bot: SYN, SYNr).

In this paper, we aim to bring various human-likeness
metrics together into a unified human-likeness metric appli-
cable across various tasks and robots. To do so, we create
a large dataset of retargeted robot motions (Section IV-A)
by leveraging joint mappings between the MMM reference
model [15] and three different humanoid robot kinematics
(Section III-A), as well as existing human-likeness criteria
(Sections III-B and III-C) to assess single and dual-arm robot
configurations. Based on this large dataset, we then analyze
correlations between the different human-likeness criteria
(Section IV-B) and derive a unified hierarchical metric for
human likeness (Section IV-C). We showcase the practical
application of our metric in two human-like bimanual motion
retargeting scenarios based on tasks from the KIT Bimanual
Manipulation Dataset [22] (see Fig. 1 and Section V).

The contribution of this work is three-fold: (i) We ana-
lyze the correlations among 11 metrics quantifying human
likeness of robot motions; (ii) we derive a novel hier-
archical human-likeness metric for unified assessment of
human likeness of robot motions; and (iii) we compare the
performance of various human-likeness criteria to generate
human-like motions on three simulated humanoid robots. A
video showcasing qualitative results of several motion retar-
geting approaches accompanies this paper and is available at
https://youtu.be/JmSRgW2cbic.

II. RELATED WORK

The foundational research for human-like motion planning
and generation draws from late 20th-century neuroscience
and psychology studies [11], [23], [24] and primarily focused
on unimanual arm movements. Soechting and Flanders [12],
[25] showed that human arm movements are planned using
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Fig. 2: Example of sampled joint configuration for ARMAR-6.
Left: MMM default pose. Right: moved elbow ex joint.

a shoulder-centric spherical coordinate system. Building on
this insight, they introduced a linear model to predict the
natural human arm posture from a target wrist position.
A systematic dependency between the target of a pointing
movement and the elevation of the elbow was found in [26].
This dependency was then leveraged by Kim et al. [27]
to measure human likeness. Zanchettin et al. [13] further
extended the approach to consider the complete 6D hand
pose. The elbow elevation angle itself was utilized as a
measure of human-likeness in [5], [8]. In contrast, human-
like motions were generated in [28] based on the predicted
angles of [12]. Gäbert et al. [8] proposed a distance metric
based on the human range of motion. Other metrics aiming at
evaluating human-likeness of unimanual arm configurations
include Cartesian joint distance [29], minimum jerk [3],
minimum energy [30], spatio-temporal correspondences [31],
[32], and legibility and predictability [33].

In contrast, only few approaches were investigated in
the context of bimanual manipulation [10], a deficiency in
the field also noted in [9]. Lamperti et al. [34] quantified
muscular effort in bimanual tasks, and used this metric
for redundancy resolution in bimanual human-like motion
planning. Suárez et al. [14] built on the concept of human
joint synergies [35] to plan bimanual human-like motions
using the first four principal components (PCs) which ac-
count for over 70% of the variance. The PCs were extracted
from bimanual motion capture recordings using principal
component analysis (PCA). PCA was also applied in [5] and
a similar dimensionality reduction was achieved using neural
networks in [36]. Garcı́a et al. [7], [37] further expanded the
concept of bimanual synergies [14] by introducing first-order
synergies based on PCA in the joint velocity space.

Most of the aforementioned works address human-like
motion generation in the context of motion planning. How-
ever, human-likeness metrics are important for motion re-
targeting and imitation learning. In recent years, machine
learning methods led to significant advancements in bridging
the kinematic gap between human demonstrators and target
kinematics [38], [39]. However, difficulties remain in ex-
plicitly considering task constraints. The two most common
approaches to incorporate task constraints treat motion retar-
geting either as non-linear optimization problem [15]–[17] by
minimizing a weighted set of cost functions, or via inverse
kinematics [6], which can include additional criteria as a
weighted sum of nullspace gradients. For instance, Rakita
et al. introduced RelaxedIK [40], a non-linear optimization
approach, which they applied for bimanual telemanipulation
switching between various functional constraints depending
on the recognized bimanual actions [41].

Fig. 3: Joint mapping of bimanual human motion on various robots.

Similar to [10], we contend that methods for evaluating
human likeness were developed independently and overlook
transferability and compatibility. We address this concern
and undertake a comprehensive analysis by evaluating 11
individual human-likeness metrics on bimanual motions.

III. METRICS FOR MOTION HUMAN LIKENESS

In this section, we first develop a closed-form conversion
between similar joint spaces with high perceptual similarity.
Then, we introduce the different human-likeness metrics
that will be analyzed in Section IV-C. We apply unimanual
metrics to our bimanual use case by averaging the result of
the unimanual metric for the left and right arm.

A. Joint Mapping from MMM Reference Model

A mapping from the human joints to the robot model on a
kinematic similarity level is required to apply some human-
likeness criteria. We aim for a closed-form solution mostly
based on one-to-one joint mappings, which requires similar
kinematic structures. This approach increases performance,
is not ambiguous, and also allows direct application of the
human joint limits criteria [8].

We map the 7-DoF joints of the left and right arms
of the MMM model [15] — a reference model of the
human body including kinematics and dynamics based on
biomechanical studies, and used for unified representation of
human motion — to a target robot kinematic. To do so, we
define linear mappings qBi = aiq

A
i +bi that identify the joint

configuration qA of kinematic A with the joint configuration
qB of kinematic B. Note that special care must be applied to
account for the different Euler conventions used in various
robot models. To determine a and b, we first require a
common default pose which, in our case, is based on the
MMM reference model (see Fig. 2). The joint values of the
target kinematics are then perceptually adjusted to match the
MMM pose and used to calculate the static offset b. Next, we
move each individual joint i of the MMM reference model
by a small angle and adjust the robot kinematic accordingly
to compute the linear factor ai. We try to avoid any dynamic
offset, i.e., dependence on more than one reference joint, by
choosing a suitable default pose for the robot and moving
individual joints only. Although this does not perfectly align
the centers of the rotation axes, it leads to a one-to-one joint
mapping and preserves potential joint synergies.

Table I provides the calculated parameters of the joint
mapping for the humanoid robots ARMAR-III [42] and
ARMAR-6 [43] and for a bimanual arm setup based on
two Franka Emika Panda, similar to [44], hereinafter called
2-Panda. Although we tried to avoid dynamic offsets, the
second shoulder joint (i = 2) of ARMAR-6 exhibits an



TABLE I: Determined joint mapping parameters from MMM to
target robot. sx, sy and sz are based on the Euler xyz-convention.

ARMAR-III ARMAR-6 2-Panda

i joint Left Right Left Right Left Right
a b a b a b a b a b a b

1 sx −1 0 −1 0 −1 0 1 0 −1 0 1 0
2 sy 1 βA3

−1 βA3
1 βA6l

−1 βA6r
1 −π

2
1 π

2
3 sz −1 0 1 0 −1 0 −1 0 −1 π

2
−1 π

2
4 ex 1 −π

2
1 −π

2
1 0 1 0 −1 0 −1 0

5 ez −1 π
2

1 π
2

−1 π
2

−1 −π
2

−1 −π
2

−1 π
2

6 wx 1 0 1 0 1 0 −1 0 −1 π 1 π
7 wz 1 0 −1 0 −1 0 1 0 0 3π

4
0 3π

4

βA3 =−0.2417, βA6l
=

{
(2π−sx)

0.55
π

, if sx ≥ π

sx
0.55
π

, otherwise
, βA6r

=sx
0.55
π

angular offset relative to the ground plane and is therefore
also dependent on sx to achieve perceptual similarity to the
MMM configuration. We would like to emphasize that our
solution is only one of many, i.e., alternative solutions may
be more suited to other applications. Results of this joint
mapping for a bimanual human motion are shown in Fig. 3.

B. Demonstration-Independent Metrics

Next, we introduce human-likeness metrics that are inde-
pendent of a human reference demonstration and, thus, are
generally applicable to uni- and bimanual motion generation.

Elbow Elevation Angle (EEA) [8], [13]. EEA measures the
normalized distance hEEA (original c′Ψ) between the robot’s
actual elbow elevation angle Ψrobot and the predicted human-
like elbow elevation angle Ψhuman [8, Eq. 4].

Soechting Angles (SOA) [12], [25], [28]. We use for-
mulas derived from pointing in the dark [28, Eq. 26] to
compute the natural arm angles [12], [25]. In addition,
the input spherical coordinate r of the wrist position is
scaled based on the target arm length as r = 0.6

lu+lf
r. The

dividend is the arm length of the MMM model scaled to
1.8m, with lu, lf denoting the robot’s upper and lower
arm lengths in meter. We define two Soechting metrics:
(i) The task space metric SOAx measures the distance
in cm between the actual and predicted elbow position
pelbow = (lu sin q

u
e sin quy , lu sin q

u
e cos quy ,−lu cos q

u
e )

⊤ [12,
Eq. 1] based on the upper arm elevation que and yaw angle
quy . The final distance is normalized by lu; (ii) The joint
space metric SOAq measures the mean squared distance1

between the robot configuration and predicted human joint
angle targets converted to the robot’s joint space. The
predicted human shoulder angles are computed as sx =
− arctan2(l⃗uy, l⃗uz) + π and sy = − arcsin(l⃗ux) where l⃗u
denotes the normalized upper arm vector from shoulder to
elbow. The elbow angle ex is the angle between the predicted
upper and lower arm vector [28, Eq. 29].

Human Joint Limits (HJL) [8]. HJL measures the distance
to human joint limits in the robot’s joint space [8, Eq. 2],
mapped via the previously-defined joint mapping. We use
the human joint limits described in [45]. In order to have the
required fixed joint limits, the dynamic offset for ARMAR-6
is ignored by setting βA6r

= βA6l
= hsx

0.55
π ≈ 0.2. This

1Computed as angular distance for the limitless joints, e. g., of ARMAR-6.

shifts the human joint limit center hsy by βA6
but enables a

more precise metric for sx.
Synergy-based Reconstruction (SYN). For each robot, a

large dataset of retargeted motions is created using the
previously defined joint mapping. We use all motions from
the KIT Extended Bimanual Manipulation Dataset [46],
excluding motions used for evaluation in Section IV-B and
V. We discard the first and last seconds of each recording. In
addition, all motions are mirrored to account for missing left-
handed subjects. Similar to [14], the principal components
(PCs) are computed for each robot individually. In our case,
the first five PCs account for about 70% of variance, which
is explained by the two additional DoF of the MMM refer-
ence model arms. The metric is computed as the standard
reconstruction error using the first five PCs.

First-Order Synergy Misalignment (MIS) [7], [37]. MIS
measures the misalignment to the first-order bases obtained
from human movements. The same motion data is used as
for SYN. The required joint velocities are derived using a
Savgol-Golitzky filter with order 3 and window length 21.

Minimum Jerk (MJE) [40]. MJE provides an approxima-
tion of the jerk using backward finite differences with the
last four joint configurations.

C. Metrics with Reference Motion

In contrast to the metrics of Section III-B, the human-
likeness metrics presented next require either a raw or a
learned representation of a human reference motion.

Human Joint Angle Similarity (HJAr). HJAr measures
the mean squared joint distance1 between the mapped joint
configuration from the MMM model using the predefined
joint mapping and the actual robot joint configuration.

Synergy-based Pose Similarity (SYNr). SYNr measures the
distance between the human reference and robot configura-
tion in a lower-dimensional subspace. As such, it abstracts
the joint configuration space and emphasizes bimanual joint
coordination and synergy aspects. The same bimanual human
motion data is used as for SYN. In this metric, the MMM
model configuration is mapped to the robot joint space using
the defined joint mapping. Both the mapped and actual joint
configurations are further mapped to the low-dimensional
space spanned by the first five PCs, and the mean squared
error is computed as metric.

Elbow Elevation Angle Similarity (EEAr). EEAr extends
EEA [8, Eq. 4] by taking the normalized angular distance
to the elbow elevation angle ΨMMM of the MMM model
in the reference demonstration into account. EEAr with
hEEAr = min(hEEA, π

−1dθ(Ψrobot,ΨMMM)) should allow a
better adaptation to situations where the predicted angle
cannot be reached due to task or environmental constraints.

Manipulability Tracking (MANr) [47]. Most previous met-
rics are based on the kinematic similarity between the human
and the robot. In contrast, MANr encourages the robot to
match the velocity manipulability ellipsoid of the normalized
MMM model. As the ellipsoid size depends on the kinematic
chain, we compute a manipulability scaling factor λ. This is
achieved by computing the 3 × 3 manipulability ellipsoid



TABLE II: Empirically determined cost function weights γi.

EEA SOAx SOAq HJL SYN MIS HJAr SYNr EEAr MANr

4 10 2 1 6 1 2 2 6 0.5

M at many randomly sampled configurations and setting
the scaling factor as λR = 3

√
maxdet(MR)/maxdet(MH)

with MR and MH as the manipulability ellipsoids of the
robot R and normalized MMM model, respectively. This led
to λARMAR-III≈7.25, λARMAR-6≈8.76 and λ2-Panda≈4.7. The
metric is finally given as the geodesic distance [47, Eq. 4]
between the current robot manipulability scaled by λ−1

R and
the target manipulability of the normalized MMM model.

IV. A UNIFIED METRIC FOR HUMAN LIKENESS

To derive a unified human-likeness metric based on exist-
ing individual metrics, we must first understand how these
relate to each other. To do so, we generate a dataset of
retargeted motions, which we then leverage to analyze and
correlate individual metrics for various robots. Building on
our analysis, we propose a unified human-likeness metric as
a hierarchical combination of individual ones.

A. Motion Retargeting Approaches

Here, we generate a dataset of retargeted motions by
leveraging existing motion retargeting approaches based on
human-likeness metrics. To do so, we use two different mo-
tion retargeting methods based on inverse kinematics (IK) to
transfer human hand task space trajectories: (i) A Jacobian-
based velocity controller (JV) with joint limit avoidance [48],
and (ii) a non-linear optimization-based IK solver (OPT)
using sequential least-squares programming (SLSQP) in
NLopt [49] implemented similarly as RelaxedIK [40]. Both
IK solvers compute the joint configurations for each arm of
ARMAR-6 (8 DoF) and of 2-Panda (7 DoF), and for the arms
(7 DoF) and hip (2 DoF) of ARMAR-III. They are initialized
at the mean joint configuration at the first timestep. To map
task space trajectories, we added a tool center point (TCP)
virtual node for each arm of each robot, which we placed
roughly in the middle of the fingers during a spherical grasp.

The human-likeness criteria are added as additional cost
functions to both IK solvers using scaling weights γi shown
in Table II to better align the values of the different criteria.
For OPT, each cost hi is used in combination with a groove
loss li = (−1)n exp(−(γihi−s)d

2c2 ) + r(γihi − s)g with n=1,
s=0, c=0.1, r=10, d= g=2, similar to RelaxedIK [40].
This parametrization of the groove loss function is also used
for other criteria such as end-effector position where we
additionally set γp = 10. The weight of the loss function li
is set to wi=10 for each human-likeness criteria, wp=10,
wo = 9 for position and orientation, and wv = 7, wa = 2,
wj = 1 for velocity, acceleration, and jerk minimization,
respectively. The respective gradients are computed via finite
differences. The elbow elevation gradients are capped due to
the non-continuous nature of the computation of the actual
elevation angle. The weight for MJE is not listed in Table II
as it is part of the implementation of OPT. In addition,
MJE is excluded when using JV as it mostly worsened its

Fig. 4: Spearman correlation matrix of evaluated human-likeness
metrics sorted based on hierarchical clustering.

performance. The gradient of the cost functions ∆H [48, Eq.
10] for JV is computed using sixth-order finite differences
with a nullspace step size k = −0.5, weights wi=0.1γi
and normalized to maxi |∆H| ≤ 0.2. This excludes the
metrics SOAx, HJAr, and MANr which are computed using
the analytic gradient. The analytic gradient for MANr is
computed based on the manipulability Jacobian [47] with
γhMANr = 0.1 where we added the joint limit avoidance
matrix [48, Eq. 13] as weight matrix. We also add a cost
function for joint limit avoidance [48, Eq. 11] with γhfJLA =4.
The IK is solved iteratively with JV until reaching target
poses, joint value convergence, or iteration limit i = 100.

In the following, we evaluate the performance of JV and
OPT augmented with zero, one, and two human-likeness
criteria for retargeting motions on various robotics platforms.
Their weights wi are divided by the number of added human-
likeness cost functions. We consider the naive joint mapping
approach (JM) introduced in Section III-A as an additional
baseline. Note that JM maps the joint trajectory directly from
the MMM reference model to the robot without considering
any task constraints. Before retargeting motions, we find
a suitable initial placement for each robot. To do so, we
compute the oriented reachability maps (ORMs) [50] of
the executed human left and right hand trajectories. We
extend the method in [50, Sec. IV-C] to bimanual trajectory
execution by selecting the minimum entry of all ORMs for
left and right hand. Moreover, we added a simple mean filter
to the final result before selecting the best robot placement.

B. Correlation Analysis

To analyze the relationship between existing human-
likeness metrics, we select three repetitions of ten bimanual
tasks (e. g., cut, pour) split equally between the two sub-
jects of the KIT Bimanual Manipulation Dataset [22]. We
use the motion retargeting approaches to create a dataset
of retargeted robot motions (on ARMAR-III, ARMAR-6,



Fig. 5: Hierarchical clustering of human-likeness metrics.

TABLE III: Parameters for hierarchical human-likeness metric

EEA SOAx SOAq HJL SYN MIS MJE HJAr SYNr EEAr MANr

x0 0.3 0.2 0.34 0.48 0.12 0.49 2e−4 0.35 0.47 0.1 1.9
w−1

hl 20 20 20 15 15 5 5 30 30 20 5

and 2-Panda) using zero or one human-likeness criteria for
optimization. We restrict the dataset for OPT and JV to
the robot configurations where both robot hand positions
are at least within a position threshold of 10 cm to the
target position. Then, we compute the Spearman correlation
coefficients of the respective human-likeness metrics. Such
coefficients handle non-linear correlations and outliers [51].
The resulting correlation matrix C ∈ R11×11, averaged over
the three robots, is displayed in Fig. 4. To better analyze
similarities within the human-likeness metrics, we further
perform a hierarchical clustering using Ward’s method [52]
on the distance matrix D = 1−C. The resulting hierarchy
is shown in Fig. 5. We observe that metrics such as MANr,
MJE, and MIS are rather uncorrelated to others. Interestingly,
these metrics focus on different aspects of the motion,
i.e., manipulability, joint velocity, and jerk. Instead, metrics
based on kinematic similarities belong to the same tree
branch and are closely correlated when based on the same
underlying concept, see, e. g., SYNr and HJAr which are
based on the reference motion and defined joint mapping,
or SOA and EEA which are derived from unimanual human
motion studies. We also observe high correlations between
demonstration-independent metrics (SYN, HJL, SOAq) and
the joint mapping-based metric HJAr, making these partic-
ularly interesting in the absence of human demonstrations.
We hypothesize that the correlation values increase when
the joints or synergies of both arms are considered. This
would also illustrate why metrics derived from bimanual
human movements (SYN, SYNr) do not correlate closely
with metrics derived from unimanual studies (EEA, SOA).
Moreover, the mean absolute deviation of the correlation
coefficients across evaluated robots (MADrobots = 0.126)
and retargeted motions (MADmotions =0.1) is non-zero, thus
indicating that the correlation coefficients differ to a certain
extent across motions and slightly more across robot models.

C. Hierarchical Human-Likeness Metric

Building on our analysis, we propose a unified human-
likeness metric as a hierarchical combination of individual
metrics. To do so, we first normalize the cost function
corresponding to each metric to an interval [0, 1]. Namely,
the metric mi is computed over a time window T as

mi =
1

T

T∑
t=1

fx0i
(hi(t)), (1)

with the logistic function fx0i
(x) = L(1 + e−k(x−x0i))−1,

k=−5x0
−1
i and L=1. The value of the function’s middle

point x0 with fx0
(x0)=0.5 is chosen for each criterion based

on its median on the retargeted dataset (see Table III). Based
on the correlation results, we derive a hierarchical human-
likeness metric by merging close clusters (∆distance < 0.15
in Fig. 5) and averaging all metrics mi in each cluster
below a cutoff distance of 0.75 (see Fig. 5). Note that
opting for a higher threshold merges less-correlated metrics,
whereas a lower value reduces emphasis on those metrics.
Our hierarchical human-likeness metric is obtained as

mhl =

N∑
i

whlimi, with
N∑
i

whli = 1, (2)

with whli as in Table III. To apply this hierarchical human-
likeness metric along with certain functional constraints, we
combine the hierarchical metric (2) with a criterion mf that
scores task-specific functionalities and constraints. The final
metric is computed as mhl,f = αmhl + (1 − α)mf with
α ∈ [0, 1]. In this paper, we use α = 0.5 to equally weight
these criteria and focus on evaluating human likeness.

V. EVALUATION

We evaluate the proposed hierarchical human-likeness cri-
teria on two motion retargeting applications, namely (i) end-
effector pose tracking and (ii) relative pose tracking. Fig. 1
and the accompanying video provide qualitative results.

A. End-Effector Pose Retargeting

We evaluate our unified human-likeness criteria on a test
dataset obtained similarly as in Section IV-A with different
motions. Namely, we use the same tasks but executed by the
other subject, another variation of the same task, or both.
We use the same weights, approaches, and cost functions
as in Section IV-A with up to two human-likeness criteria.
We set mf as mean of the normalized joint limit avoidance
(fJLA) [48, Eq. 11], mean Euclidean distance in meter (fPOS)
and angle in radian (fORI) between the actual robot and target
hand poses, as these are the basic constraints in robot motion
generation. The normalization parameters are empirically set
to x0,fJLA=0.5, x0,fPOS=0.03, and x0,fORI=0.35.

Fig. 6a shows the hierarchical and individual metric
scores achieved by selected retargeting approaches. Overall,
OPT largely outperforms JV for both human-likeness and
functionality criteria. We hypothesize that this is due to
a large amount of difficult and unreachable end-effector
poses, especially for ARMAR-III, which has a large influ-
ence on Jacobian-based approaches. However, we observe
that optimizing human likeness increases scores in both
approaches with low effect on the functionality. Overall,
SYN and HJAr (see also Fig. 1) achieve the best scores,
while SOAq as an individual optimization criterion also
performs exceptionally well due to high functional scores.
Moreover, OPT with additional criteria can outperform JM
for functional constraints while remaining comparable in
several human-likeness metrics. Note that the human-likeness
scores are not improving significantly in case of ARMAR-III
due to its already human-like joint angle space (see video).



(a) End-effector pose retargeting (two best general approaches, best JV
approach, OPT and JV without cost functions, and JM).

(b) Relative pose retargeting (four best general approaches, OPT without
cost functions, and JM).

Fig. 6: Individual metric scores mi for selected motion retargeting
approaches averaged across robots and motions. The number in
the legend represents the placement of the approach based on
mhl,f . Combined functional mf and hierarchical human-likeness
mhl metric scores are highlighted ( ).

Multiple optimization criteria can also have a negative im-
pact, particularly in terms of functional constraints. Reducing
α which puts a stronger focus on functional constraints
would therefore generally improve the scores of optimization
approaches based on single human-likeness criteria.

B. Relative Pose Retargeting

Similar to [34], we solve the IK for the relative pose
between both hands extracted from the human demonstration.
Relative pose retargeting is conducted for a subset of the test
dataset, namely four asymmetric bimanual actions (peeling,
wiping, pouring and closing) for a total of 12 motions. The
success of these actions is mostly based on the relative
motion of both hands. In this section, we focus the evaluation
on OPT and JM, as OPT outperformed JV in Section V-A.

The initial pose at the first timestep is determined based
on the end-effectors as in Section V-A. The following cost
functions are then added to the optimization problem,

hfPOSoff =
∥∥∥tleft +Rleft · tright

left − tright

∥∥∥
2
, (3)

hfORIoff = dθ(Rleft ·Rright
left ,Rright), (4)

where ti, Ri denote the global position and orientation of the
robot’s TCP, respectively, and dθ the absolute angle between
rotations. These costs aim at minimizing the distance to rel-
ative position tright

left and orientation Rright
left offsets between the

left and right TCPs extracted from the human demonstration.
Compared to Section V-A, the relative retargeting in-

creases the dimension of the nullspace from 2 to 8 DoF

for 2-Panda and from 4 to 10 DoF for ARMAR-III and
ARMAR-6. To cope with this additional redundancy, we
scale the weight of the human-likeness cost functions by 10.
Additionally, the relative pose weights are empirically set
as wfPOSoff =3, wfORIoff = 15, and the weights for minimum
velocity, acceleration, and jerk are set as wv =40, wa=10,
and wj=5. The end-effector position wp and orientation wo

distance weights are set to 0. Moreover, we add the position
offset (fPOSoff) and orientation offset (fORIoff) to mf . The
normalization parameters are set to x0,fJLA=0.5, x0,fPOSoff =
0.03, x0,fORIoff =0.35, x0,fPOS=0.3, and x0,fORI=1.

Fig. 6b shows selected retargeting approaches and their
individual and combined metric scores. Interestingly, the four
best approaches all use a metric with reference motion as
optimization criteria, such as SYNr or HJAr. Moreover, their
human-likeness score significantly increased compared to the
previous evaluation in Fig. 6a. This can be explained by
the higher nullspace dimension. The best approaches also
outperform OPT without additional human-likeness criteria
and perform comparably to JM in terms of human-likeness
scores. However, the functionality scores for the position
offset of OPT are reasonably better.

VI. CONCLUSION AND FUTURE WORK

This paper provided a thorough analysis of correlations
between existing human-likeness criteria for robot motions.
By building on our analysis, we introduced a novel hierarchi-
cal human-likeness metric that unifies existing criteria into a
single measure. In particular, our unified criteria, made of a
weighted combination of individual metrics, consistently ac-
counts for similarities among existing metrics. We compared
the performance of various bimanual motion retargeting
approaches evaluated with respect to our criteria. We observe
that SLSQP-based IK solver augmented with several human-
likeness criteria consistently achieved the highest scores.

It is important to notice that the analysis and proposed
unified metric is subject to the generated motion retargeting
dataset, which itself depends on the design of the individual
human-likeness metrics and joint mapping. This is due to the
fact that a different dataset may result in slightly different
correlation coefficients, which then affect the proposed uni-
fied metric. However, our unified metric reflects the expected
relationships between metrics. Therefore, we expect that it
will undertake only limited modifications when considering
different datasets. This will be verified in future work by
extending our dataset with different humanoid robots and
additional metrics with the aim of obtaining a more accurate
human-likeness measure and correlation scores with lower
inter-robot variance. In this work, several parameters of the
unified human-likeness metric and the utilized optimization
approaches were set empirically based on our analysis. In
future work, we will investigate methods to automatically
select and fine-tune these parameters, while accounting for
our hierarchical analysis. Finally, we plan to evaluate the
unified human-likeness metric and the different human-like
motion retargeting approaches on real robots.
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